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CHAPTER 1  

INTRODUCTION  

1.1  During the last two decades, in an increasingly knowledge -driven 

globalized world, telecommunication and the internet have emerged as 

key driver s of economic and social development. They have enabled 

better connectivity among users, increased the use of Informat ion and 

Communication s Technology (ICT) services , and facilitated the 

emergence of a variety of new business models. ICT not only 

contributes directly to the GDP through the production of goods and 

services but also spurs innovation in the ways of production and  

delivery, leading to increased employment and labor productivity. 

India has one of the fastest -growing ICT sectors in the world , with ICTs 

being used to deliver critical goods and services to millions  of Indians.  

1.2  Communications services such as voice, video, data, internet, and 

wideband multimedi a have become indispensable in modern society. 

With the proliferation of technology, for different purposes, the 

Government, private enterprises , and  people in general  are relying 

more and more on ICT services such as  digital platforms, online 

content, and broadband connectivity. The digital transformation is 

emerging as a key driver of sweeping changes in the world around us. 

The telecommunication industry is at the forefront of this 

trans formation, adding value to the Digital Economy.  

A.          Boosting Data Economy  

1.3  Data economy is an integral part of modern economy . Data  has also 

become a key asset for innovation . The advantage of controlling data 

by online platform -based companies is increasingly recognize d and 

such existing companies act as an entry barrier  for new entrants , 

leading to near monopoly  in global digital markets. The data gap 

applies not only at the country level between developed and developing 

economies . It is  also increasingly leading to deba tes on the need for 

policy intervention to create level  playing field. The gap is growing 
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wider for small  and  developing countries that are far behind in their 

digital investments and capabilities. Moreover, countries are forming 

different data protection and trade regimes. As per the Organization 

for Economic Co -operation and Development, òThe Digital Economy 

incorporates all economic activity reliant on, or significantly enhanced 

by the use of digital inputs, including digital technologies, digital 

infrastructure, digital services , and data. It refer s to all producers and 

consumers, includ ing Government, that are utilizing these digital inputs 

in their economic activitiesó. Also, the Digital Economy Value Chain is 

the innovation of the value chain, driven by the following key digital 

elements:  

a. Servers, Storage, and Networking Equipment  

b.  Dat a Centre s 

c. Cloud Computing and Services  

d.  Content and Applications  

e. Connectivity ð Leased Circuits, Internet, Content Delivery Networks  

f.  Interconnection ð Internet Exchange Points  

1.4  Almost everything has switched to the online mode during the 

pandemic resulting in an enormous increase in data consumption. 

With the rollout of 5G, IoT , and AI , more data would be created via 

widespread, geographically distributed networks and new -age devices. 

Further, 5G would bring new use cases of Enhanced Mobile 

Broadband (eMBB),  Ultra -Reliable Low Latency Communications 

(URLLC), and Massive Machine Type Communications (MMTC). 5G , 

along with edge computing , would fulfill the needs for ultra -reliable, 

low -latency, and high -throughput communications. This convergence 

of computing an d communication services will pave the way for a boon 

in the data economy for any nation. For undertaking successful data 

economy initiatives by any nation, having distributed edge computing 

infrastructure, massive data storage facilities , and a robust , and  

efficient internet exchange point infrastructure are pre -requisites.  
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1.5  Figure 1 depicts t he notable key drivers for boosting data economy of 

India .  

                     Figure 1.1: Boosting data economy  

 

1.6  To keep pace with the global data economy initi atives, it would be 

necessary to formulate reliable frameworks and policies that would 

encourage development of 5G, IoT, Data Centers , and associated 

services, data analytics, edge computing, digital platforms , and 

applications. As these services can be delivered remotely, India can 

become a global hub for such systems and services.  

1.7  As India aims to strengthen its position in the digital economy, it 

becomes imperative for the country to use futuristic technolog ies as a 

lever for growth. This becomes even more important  while  consider ing  

the various policy initiatives that the competing economies have come 

up with , along with  the amount of investment and resources they are 

committing towards digital transformation. The Digital India program 

of the Government, launched in 2015, brought the topic of digitization 

to the forefront of public discourse. Since then, considerable progress 

has been achieved in  several areas such as the construction of 
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broadban d highways, development of local Data Centre s, public 

internet access, e -governance, development of basic information 

technology skills  etc.  

1.8  National Digi tal Communication s Policy (NDCP) -2018 also emphasizes 

that òDigital infrastructure and services are increasingly emerging as 

key enablers and critical determinants of a countryõs growth and well-

being. With significant capabilities in both telecommunications 

and software, I ndia, compared to most countries, stands poised 

to benefit from harnessing new digital technologies and 

platforms to unlock productivity, as well as to reach unserved 

and underserved markets; thus, catalyzing economic growth and 

development, generating new - age jobs, livelihoods and ensuring 

access to next -generation services for its citizens. ó 

1.9  Digital infrastructure is boosting the data economy , and the services 

are fast moving beyond the traditional telecom services domain. With 

large - and small -business companies embracing innovative 

technologies  and more users connecting to the internet, data is the key 

input for firms to develop and deliver digital services and products. 

The key contemporary infrastructure that is required to boost the 

digital ecosystem  and facilities include:  

I.  Data Centre s ð used for edge computing, hosting of content, and 

delivering cloud -based services,  

II.  Content Delivery Networks ð used for delivering the content from 

the cloud to the edge of the network, and  

III.  Internet Exchange Points ð enables networks to exchange traffic 

with each other in the internet infrastructure.  

Together these three form the part of what can be termed as òDigital 

communication infrastructure and ser vicesó. 

I.   Data Centre  (DC) 

1.10  The world is going digital at a pace faster than expected. Partly, this is 

driven by the pandemic -induced ôGlobal Lockdownõ, which  has 
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resulted in a data surge arising out of increased digital social 

interactions and online transactions. From enterprises to individuals, 

usage of cloud services has increased to enable onli ne mobility and 

easy sharing of data. Cloud services facilitate the flow of user data from 

front -end clients, through the internet, to the providerõs systems, and 

back. Users can access cloud services with nothing more than a 

computer, operating system, and internet connectivity , or virtual 

private network (VPN).  

1.11  Data Centre  is a physical facility that is used to house applications 

and data. The value chain c omprises a mix of segments , including real 

estate and construction, hardware equipment, utilities (power, water, 

cooling), networking and software services. Online platforms and 

websitesõ digital data, content, and information are stored in the cloud 

servers  located in Data Centre s, and the same is accessed by users 

through broadband connectivity. On user requests, servers in the Data 

Centre s compute and process  the required data to make available 

desired information to the user. Due to the vital  role of Data  Centres  

in the digital world, the development of local Data Centre s is a priority 

for both private players and Governments across the countries.  

1.12  The India n Data Centre  market size is projected to reach USD 1.5 

billion by 2022 1, growing at a CAGR of 11.4% , and is expected to reach 

~$5 billion by 2025 2. The market is primarily driven by growing 

internet penetration, increased cloud adoption, Governmentõs 

digitization initiatives , and the push towards data localization.  

II.   Content Delivery Network (CDN)  

1.13  CDN is a system of distributed  group of servers and networks  that 

deliver pages and other web content to a user, based on the geographic 

locatio n of the user, the origin of the webpage, and the content delivery 

server. The group of servers work s together to provide fast delivery of 

 
1aŀǊƪŜǘǎŀƴŘaŀǊƪŜǘǎϰ {ǘǊŀǘŜƎƛŎ LƴǎƛƎƘǘǎ 

2NASSCOM Report ς India The Next Data Center Hub, February 2021 
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internet  content . CDNs have emerged as overlay networks on the 

internet to provide better support for delivering commercial content 

than was available using basic, best -effort internet packet transport 

services. A CDN allows for the quick transfer of assets needed for 

loading internet content , including HTML pages, JavaScript files, 

stylesheets, images, an d videos. The content delivery with and without 

CDN is shown in Figure 1.2.  

Figure 1.2: Content distribution with and without CDN  

 
(Source:  globaldots.com)  

1.14  To minimize the distance between the usersõ computer and the 

websitesõ server, a CDN stores a cached version of its content in 

multiple geographical locations (points of presence or PoPs). Each PoP 

contains several caching servers responsible for content delivery to 

visitors within its proximity.        

1.15  The global C DN market is forecasted to grow by $48.48 bn during 

2021 -2025, progressing at a CAGR of almost 30% during the forecast 

period 3. According to the Cisco Annual report (2018 -2023), 4 video 

comprises more than 50% of the overall data consumed over the 

interne t, which is expected to increase  up to 80% by 2025. The 

demand for  various online video formats, such as on -demand video 

 
3https://www.marketsandmarkets.com/Market-Reports/content-delivery-networks-cdn-market-657.html  

4https://www.cisco.com/executive-perspectives/annual-internet-report/white-paper-c11-741490.html  

https://www.marketsandmarkets.com/Market-Reports/content-delivery-networks-cdn-market-657.html#:~:text=The%20global%20CDN%20market%20size,12.3%25%20during%20the%20forecast%20period
https://www.cisco.com/c/en/us/solutions/collateral/executive-perspectives/annual-internet-report/white-paper-c11-741490.html
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streaming, live video  streaming,  cloud TV, and over-the -top (OTT), has 

been continuously increasing over the past few years. Therefore , the 

rising consumption of web -based, high -definition videos is the major 

factor contributing to the increase in the adoption of CDN. In addition, 

the explosion in the use of social netwo rking sites is also one of the 

major reasons for the increase in videos, photos, animations, and text 

over the internet. Activities such as transferring, sharing, and posting 

rich media files, by the content providers as well as individuals have 

increased the burden on the existing networks requiring the addition 

of CDNõs for smooth operations. 

III.   Internet Exchange Point (IXP)  

1.16  IXP is a technical facility designed to route the traffic quickly and cost -

effectively between different network members by enabling 

interconnection. They are essentially large lo cal area networks that are 

built with interconnected Ethernet switches. IXPs allow ISPs and 

CDNs to interconnect their networks locally. This leads to a flatter 

internet, improves international bandwid th utilization, and reduces 

the cost and latency of interconnections. IXPs can be grouped into not -

for -profit (e.g., industry associations, academic institutions, 

Government agencies) and for -profit organizations. IXP operators, 

while still providing publi c, neutral peering services, may also provide 

commercial value -added services (VAS), such as security, access to 

cloud services, transport services, synchronization, caching, etc.  

1.17  The traffic exchange between two networks connecting at an IXP is 

facilitate d by an exterior gateway protocol called Border Gateway 

Protocol (BGP), which makes routing decisions based on network 

rules, hop counts, and other characteristics configured by network 

administrators. This saves money on international bandwidth for the 

ISPs and improves connectivity for their customers by reducing 

latency. International bandwidth utilization and latency are two 

crucial factors that affect the end -user experience , when  digital 

platforms and services  are used .  
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Figure 1.3: DC, CDN and IXP el ements of an i nternet ecosystem  

 

1.18  Commercially, the internet consists of a hierarchy of global, regional, 

national, and local providers. Data Centre s hosting CDNs are 

connected to each other and the internet cloud via IXPs. To enable the 

access to the content of a parent CDN or website hosted on an 

international DC, global IXPs interconnect with the local IXPs to pass 

the traffic to the Indian DCs and thereby to the child CDNs , as shown 

in Figure 1.3 . ISPs provide the last mile connectivity to users for 

accessing the services. A CDN pays ISPs, carriers, and network 

operators for hosting its servers in their Data Centre s.  

1.19  Alongside the operational, inte rconnection , and bandwidth costs, the 

number of hops required by a network to reach the destination server 

on which the content is hosted to process the user request is also 

critically important. This  indicate s that there is a necessity for the 

expansion of the three key digital elements: International DCs, CDNs, 

and IXPs in India for the advancement of the digital economy.  
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B.         Need for the present consultation  

 

1.20  Out of the notable key drivers for boosting the data economy of India , 

as shown in Figure 1.1, the Authority (TRAI) has already addressed 

some of the issues through its following recommendations:  

1) Recommendations on Privacy, Security , and Ownership of the 

Data in the Telecom Sector dated 16 th  July 2018  

2) Recommendations on Cloud Services dated 16 th  August 2017 

and 14 th  September 2020  

1.21  However, not much work has been done in respect of regulatory 

framework for Data Centre s, Content Delivery Networks, and 

Interconnect exchanges in India. National Digital Communication s 

Policy ( NDCP-2018 ) seeks to unlock the transformative power of digital 

communications networks to achieve the goal of digital empowerment 

and  improved well -being of the people of India. The missions envisaged 

in the policy are as follows:  

1) Connect India:  Creating robust digital communications 

infrastructure to promote ôBroadband for Allõ as a tool for socio-

economic development.  

2) Propel India:  To harness the power of emerging digital 

technologies, including 5G, AI, IoT, Cloud , and Big Data to enable 

the provision of future -ready products and services; and to catalyze 

the fourth industrial revolution (Industry 4.0) by promoting 

Investments, Innova tion and IPR generation.  

3) Secure India:  To secure the interests of citizens and safeguard the 

digital sovereignty of India with a focus on ensuring individual 

autonomy and choice, data ownership, privacy , and security, while 

recognizing data as a crucial economic resource.  
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1.22  Under the Propel India mission, various strategies have been laid out 

in the Policy. Strategy  no 2.2 mentioned under the Propel India 

mission relates to ôEnsuring a holistic and harmoni zed approach for 

harnessing Emerging Technologies õ. Under this strategy, provision 

number 2.2(f) envisages that:  

2.2 (f) Establishing India as a global hub for cloud computing, content 

hosting and delivery, and data communication systems and service s. 

1.1  Evolving enabling regulatory frameworks and incentives for 

promoting the establishment of International Data Centre s, Content 

Delivery Networks, and Independent Interconnect exchanges in India.  

1.2  Enabling a light -touch regulation for the proliferation of cloud -

based systems.  

1.3  Facilitating Cloud Service Providers to establish captive fiber 

networks.  

1.23  The government has proposed to  formulat e a scheme to incentivize 

investments to set  up hyper -scale Data Centre s in India and boost the 

capacity of the existing Data Centre  ecosystem. MeitY , in November 

2020 , had released the draft Data Centre  policy , which proposed to 

designate Data Centre s as infrastructure and group Data Centre s 

under the essential services category , among other measures. The 

draft document proposes  a policy , including various 

structural/regulatory interventions, investment promotio n in this 

sector , and seeks to strengthen the "Atmanirbhar Bharató initiative by 

identifying possible opportunities for  manufacturing Data Centre  

equipment in the country. The draft policy document discusses issues 

at a macro level and it may be  followed by a detailed implementation  

scheme. Keeping in mind the above -mentioned NDCP provisions and 

need for pronouncing concrete action points in making India a global 

Data Centre  hub, the Authority has taken up this initiative on suo  

moto basis to iss ue a consultation paper on ôRegulatory  frameworks 

for promoting data economy through establishment of Data Centre s, 

Content Delivery Networks and interconnect exchanges in India õ.  
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1.24  Through the present Consultation Paper (CP), the Authority intends to 

seek the inputs of stakeholders on promoting the establishment of (i) 

Data Centre s, (ii) Content Delivery Networks, and the (iii) Internet 

Exchange Points in the country. The CP has been structured into five 

chapters. Chapter 1 introduces the background of the subject and sets 

the context for present consultation. Chapters 2, 3 , and 4 discuss the 

issues in the establishment of Data Centre s, Content Delivery 

Networks, and Internet Exchange Points, respectively. Chapter 5 

deliberates on issues related to ôData Privacy, Security and Ownershipõ 

with reference to the past recommendations of TRAI of July 2018 , as 

well as the Personal Data Protection Bill (PDP) of 2019. Chapter 6 

summarizes the various issues for consultation.  
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CHAPTER 2  

DATA CENTRE S 

2.1  Data Centre s play a crucial role in the digital economy. Everything that 

happens  online is housed in a Data Centre . These Data Centre s have 

become a top priority for businesses across the globe to meet  their IT 

infrastructure requirements. With this shift, Data Centre s have moved 

beyond being just an additional storage  facility. It of fers scalability, 

security, efficiency, and state -of-the -art technology that are 

increasingly demanded by companies and organizations. Also, Data 

Centre s offer a lot, from safety and reliability to energy efficiency and 

cost reduction.  

2.2  The Data Centre  inf rastructure and services business is a very large 

emerging business that will boost the digital economy worldwide. 

These Data Centre s are a unique combination of property, energy, and 

technology. Data Centre s have been one of the sectors  that are least 

affected globally and in India due to COVID -19 pandemic , indicating 

their crucial role in supporting continued business activity. This  Data 

Centre  sector is witnessing significant growth in the country and will 

soon become one of the  economic growth engine s of India and will  

generate large -scale investments and jobs. Data Centre s (DC) along 

with Internet Exchange Points (IXPs) and Content Delivery Networks 

(CDN) together form a n important  part of digital communication 

infrastructure and services. National Digital Communication s Policy 

(NDCP)-2018 emphasizes digital infrastructure and services as key 

enablers and critical determinants of a countryõs growth and well-

being. It seeks to unlock the transformative power of digital 

communication s networks to achieve the goal of digital empowerment 

and improved well -being of the people of India. The government of 

India is also becoming increasingly reliant on Data Centre s for the 

Government -to-Citizen (G2C) delivery platforms, such as the National  

e-Governance Plan (NeGP), e -visa, and National CSR Data portal , to 

name a few. However, factors like high upfront costs, higher power 
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tariffs, maintenance -related issues, security, and high real estate costs 

are increasingly impacting the growth of Data C entre s. Also, there are 

known impediments to its growth such as lack of status as 

infrastructure, complex clearance processes, time -consuming 

approvals, lack of published standards, absence of specialized building 

norms for building the Data Centre s, subma rine cable network 

connectivity limited to few states , and high cost of capital and 

operational expenditure , etc. These elements are shown in Figure 2.1 

and are discussed in the following paras:  

Figure 2.1: Various elements for promoting Data Centre s and 

parks  
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2.3  Data Centre s have evolved significantly in recent years. In the past, 

they  were highly  controlled  physical  infrastructures, but the adoption 

of the cloud has changed that model. When enterprises migrate their 

data and workloads to cloud Data Centre s, they reside in physic al 

infrastructures that are best -in -class on -premises Data Centre s. As 

the data markets continue to move toward on -demand services, the 

infrastructure has shifted from on -premises servers to virtualized 

infrastructure that supports workloads across both the physical 

infrastructure and cloud environments. Initially , only large companies 

had their own server farms for storing data, but with the increase in 

web-based applications, a hybrid cloud -based storage industry with  

third -party storage solutions have come up. India is currently home to 

80+ third -party DCs and is  witnessing investments in around 15 

projects annually, with a growing presence of both local and 

international players 5. 

2.4  In general, Data Centre s provide facilities necessary to enable reliable, 

uninterrupted  storage, processing, and transmission of data.  The 

facilities include all kinds of IT equipment , including servers, storage 

system s to run applications, network equipment like switches, routers, 

and firewalls, as well as the cabling for connectivity purpo ses. A Data 

Centre  also contains adequate  infrastructure in the building area, 

such as power distribution and supplementary power systems, racks, 

electrical switching, ventilation, and cooling systems. The basic 

building blocks of a Data Centre  are represe nted in Figure 2.2 .  

 

 

 

 

 

 

 

 
5NASSCOM Report: India The Next Data Centre Hub ς Feb 2021 
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Figure 2.2: Basic building blocks of a Data Centre  

 

(Source: NASSCOM Cloud)  

2.5  The core components  of a Data Centre  design include routers, 

switches, firewalls , storage systems, servers, and application  delivery 

controllers . These components store and manage business -critical 

data and applications . Together, they provide:  

a.  Network infrastructure ð This connects servers (physical and 

virtualized), Data Centre  services, storage , and external 

connectivity to end -user locations.  

b.  Storage infrastructure  ð Data is the fuel of the modern Data 

Centre . Storage systems are used to hold this valuable commodity.  

c.  Computing resources  ð Applications  are the engines of a Data 

Centre . Servers provide processing, memory, local storage, and 

network connectivity that drive applications.  

Data Centre  ñ Models   

2.6  Various types of DC models are in existence depending upon  the 

ownership and management of the facilities. A specific model depends 

on whether facilities are owned by one or many organizations, how 
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they fit into the topology of other Data Centre s, what technologies they 

use for computing , storage, and their energ y efficiency. The extent of 

DC usage generally differs based on size and business operation. 

Broadly DC investments in India can be categorized into ôCaptiveõ and 

ôOutsourcedõ Data Centre s. Captive models are Data Centre s 

specifically designed to meet the needs of a business or enterprise, 

which are not shared with other organizations. On the other hand, the 

outsourced models are developed and operated by third -party service 

providers, provid ing  shared services of data management to various 

organizations. T hese can be classified as ð Colocation Services, Hosting 

Services , and Hybrid Services. Thus, the DCs can be owned and 

operated through different models deliberated as under:  

A. Captive Data Centre  - Large enterprises own and operate their own 

data storage facilities , which are known as captive Data Centre s 

where the data of a single organization is stored and processed . The 

facility  is owned, operated, and  maintained by the company whose 

data is hosted. This DC is a lso implemented as the Landlord 

in vestment model, in which the investor provides basic facilities 

such as space and/or power. Tenants set  up their own servers, 

facilities, and staff as per their requirements.  

Captive DCs have advantages like control over the infrastructure, 

security, but are disadvantageous in terms of higher CapEx and 

OpEx and limited scalability. Investments in captive DCs by private 

sector enterprises in India have been declining primarily on 

account of shift of the business to the cloud platforms, even though 

itõs use is growing for Governments and public enterprises. On 

average, there are new investments in at least 60 captive DC 

projects annually in India 6; where demand is primarily driven by 

the public sector and educational institutions . While it is largely  

restricted to expansion  and  up -gradation of the existing facilities 

for the private sector.  

 
6NASSCOM Report ς India The Next Data Centre Hub, February 2021 



   
 

17 
 

B.  Outsourced Data Centre  - These DCs have advantages in form  

and of scalability, reduced CapEx, improved physical security but 

have disadvantage s in form of hidden costs and less control over 

the infrastructure . 

i.  Colocation Data Centre : The organizations buy large spaces 

and construct  the basic Data Centre  structure and then lease 

out space to customers for setting up their own IT equipment. 

These equipment needs to be maintained  by the customers , with 

the host maintaining the facility. The host also  provides 

additional facilities  like engineering services, i nfrastructure 

facilities, network services, power, and backup. Tenants pay 

rent and set  up their own servers. Major end -users of colocation 

services in India include cloud service providers, Banking, 

financial services and insurance (BFSI) , entertainment sector, 

content delivery network providers and e -commerce 

organizations.  

ii.  Hosting Data Centre : These Data Centre s have servers and 

related IT equipment that  can be leased by customers from the 

host of a large storage facility. Customers are responsible for the 

maintenance and operation of these servers , including their 

organization and security. The m ajority of the outsourced DC 

developers/operators , such as N TT Global Data Centre s 

(Netmagic) and  CtrlS offer hosting services in India. Also, global 

cloud service providers such as AWS, Microsoft, Google, IBM, 

and Oracle offer cloud hosting services for Indian customers 

through their physical cloud regions in Indi a. On average , 

hosting services contribute to 50% of the total revenues of the 

local outsourced DC service providers, while colocation and 

hybrid services together account for the remaining 50% of the 

revenue.  

iii.  Hybrid Data Centre : It is a combination of colocation as well as 

hosting Data Centre . Many larger enterprises continue  to rely 

on on -site Data Centre  facilit ies, particularly for legacy 

equipment and applications , and some enterprises will combine 
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cloud with hosting and colocation services, particularly those 

with a relatively small IT staff. In a Hybrid model enterprise , 

customers procure infrastructure and host in a colocation 

facility, while the Data Centre  service provider manages the day -

to-day operations. In India, the market is still in the nascent 

stage, with only a few DC operators (such as NTT (Netmagic 

Solutions ) and CtrlS ) are able  to provide advanced hybrid 

services. Currently, around 20% of the customers opt for hybrid 

services. Going forward, this percentage is expected to grow with 

the increase in the establishment of colocation centres.  

These investment models are devised by investors  with varying risk 

exposure. Companies who are conservative about Data Centre s may 

opt for the captive model, while the companies with considerable risk 

appetite may opt for co -location and hosting models. As per the 

current market dynamics, demand for co -location models is on the rise 

in the country .  

Benefits of Data Centre s on the Economy  

2.7  Data Centre  (DC) industry has made significant inroads in India. Both 

Foreign and Indian players have either already launched Data Centre s 

in India or have announced  significant  DC investments in major cities. 

India is one of the most capacity -hungry Data Centre  mark ets in the 

world and holds immense potential to become a Data Centre  hub in 

the Asia -Pacific (APAC) region due to its inherent strengths. Being 

amongst the fastest -growing major economies of the world, the country 

also has a rapidly expanding data consumer  base. This is further 

emphasized by the presence of he trained and skilled workforce. 

Increasing domestic and international demand from sectors such as 

banking, financial services, telecommunications, technology, and  

infrastructure  is providing  further boost  to this sector. With  the 

growing reliance on internet services and advanced technologies for 

data management, there is already  a good demand for high -quality 

DCs.  



   
 

19 
 

2.8  By financing capital -intensive projects and Data Centre  investment s, 

global and  multinational companies such as Amazon Web Services, 

Microsoft, Google, Equinix , etc. have provided significant economic 

and employment benefits worldwide. Initial capital investment and the 

ongoing operational expenditure creates and sustains jobs across the 

wider economy.  

2.9  The thriving  Data Centre  industry has spilled over benefits to several 

sectors and industries  in form of  digitization, which has been a g reat 

focus  of the Government of India. Data Centres  help in creating 

localized low -cost data sto rage and processing  services  which in turn 

helps  the digital start -up ecosystem to get cost benefits. A notable 

advantage that localized Data Centre s provide is the reduction of 

latency in data access. According to companies that have recently 

shifted Data Centre s to India, there is a 10% latency reduction in 

shifting from a centre in Singap ore7 and a 30% reduction in shifting 

from a centre in the U.S. Further, if we compare the cost of manpower, 

real estate , and bandwidth, India is at least 60% cheaper than the U.S.  

or Singapore 8. Thus, storing data locally will reduce network latency . 

Combined with the impending deployment of 5G , it  will further enable 

low latency and high -speed services in the Indian market.  

2.10  DCs being critical hubs for both technological and economic reasons  

are core for  digital infrastructure at a regional, national, and global 

level. They provide a substantial economic impact to the regions in 

which they are located through direct, indirect, and induced effects.  

2.10.1  The direct effect  is the economic impact directly from a  

Data Centre  construction and operation. Directly supported jobs 

include positions in management, IT  and system technicians, electrical 

and mechanical maintenance, water management, repair , and 

hardware operations , etc.  

 
7 https://www.yotta.com/how-will-data-localization-impact-the-data-center-market-in-india/ 
8 ibid 
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2.10.2  The indirect effect  includes the econ omic impact through 

suppliers of goods and services. The Data Centre  creation leads to 

demand for local raw materials. The indirectly supported jobs include 

positions in security, catering, cleaning and in the construction , and 

supply industries across the  economy.  

2.10.3  Induced effect  refers to the economic impact that occurs 

when employees at the Data Centre  and their supplier industries spend 

their wages throughout the economy. The induced jobs are primarily 

service -related jobs in industries such as retail trade, transport, 

accommodation, restaurants, housing , and finance.  

2.11  As mentioned earlier in the direct  economic effect, Data Centre s 

generate an enormous amount  of employment, because they are part 

of a unique logistics chain consisting  of all kinds of companies, from 

internet exchanges, hosting , and cloud providers, to consulting firms 

and fiber optic pro viders. The Uptime Institute has forecasted that 

Data Centre -related jobs will  grow globally from about 2.0 million in 

2019 to nearly 2.3 million in 2025. This estimate covers more than 

230 specialist job roles for different types and sizes of Data Centre s, 

with varying criticality requirements, right from design to operation 9. 

Thus, Data Centre s not only provide jobs and create an additional 

source of income but  also  strengthen and empower local communities 

to meet the demands of the modern economy.  

2.12  Creation of large campuses/parks for DC purposes leads to allied 

industries being located closely forming geographic clusters for 

resource and utility sharing. Forming of DC clusters will likely lead to 

investments and growth of industries providing soluti ons for Data 

Centre s such as cooling, uninterrupted power , and high -speed 

internet connectivity. The establishment of large Data Centre s in Tier -

2, Tier -3 cities are likely to have the add -on benefits of encouraging 

ISPs to roll out robust Optical Fiber Cable network s for increased 

broadband connectivity.  

 
9 https://uptimeinstitute.com/global-data-centre-staffing-forecast-2021-2025  

https://uptimeinstitute.com/global-data-centre-staffing-forecast-2021-2025
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2.13  The growth of the DC industry leads to knowledge creation and 

innovation, with major cloud storage providers such as Google 

extensively training their employees. The suppliers working on the 

construction and operation of Data Centre s also acquire knowledge  of 

the domain , which can contribute to the growth of the industry within 

India . It a lso allows these suppliers and employees to export their 

services to neighbouring countries/locations for DC establishment s, 

that  are still in the nascent stages in much o f South Asia. This effect 

has been seen in many countries of Europe where Data Centre s were 

established in Ireland and Belgium.  

Effect of Key Data Centre  on the E conomy ð Case of Google in 

Europe  

2.14  To keep all of Google's  products and services up and running around 

the clock, the  global tech giant owns  and operates Data Centre s all 

over the world. The majority  of Googleõs expenditure  (nearly 70 %) has 

gone towards constructing four new Data Centre s in Europe. In total , 

since  2007 , Google has spent EUR 2.3 billion in Europe , i.e., on 

average EUR 200 million per year 10 . On top of the construction  

expenditure, Google has also  spent EUR 0.9 billion on operations of 

these facilities , i.e., on average almost EUR 90 million per year. Results 

show that, when considering the direct and indirect economic effects, 

Googleõs investments in the four Data Centre s and fiber networks have 

supported an overall economic impact of EUR 5.4 billion in GDP 

cumulatively over the period 2007 -2017 , varying between a yearly 

impact of EUR 0.2 and 1 billion. Broken down as direct, indirect, and 

induced effects of EUR 1.4, 2.2 , and 1.7 bil lion, respectively.  

2.15  Similarly, a larger Data Centre  network would imply a bigger economic 

contribution to the Indian economy. Future growth in user demand  for 

services like cloud, AI, machine learning, and platform services implies 

that investments in Dat a Centre s will continue to increase over time  

as in the past . Besides Google, top cloud vendors like AWS, Microsoft, 

 
10https://www.copenhageneconomics.com/copenhagen-economics-2018-european-data-centres.pdf 

https://www.copenhageneconomics.com/dyn/resources/Publication/publicationPDF/6/426/1519987830/copenhagen-economics-2018-european-data-centres.pdf
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IBM , and Oracle continue to expand their base with the opening of 

cloud regions in the APAC region and a strong physical presence in 

China, Singapore, Australia, and India 11 . Five years after opening a 

Data Centre  in Mumbai, Google Cloud announced open ing  a Data 

Centre  in Delhi soon 12 .  In Ap ril 2020, Google also announced its 

planning for a $400m submarine cable that will link India and Italy in 

2022. Thus, it is reasonable to expect that Google will continue to 

expand its investments in Europe and APAC countries like India , and 

consequently, Googleõs economic impact would eventually  increase 

across the globe . 

International ð policy, initiatives for Data Centre  industry  

2.16  Globally Data Centre  investments have grown significantly in the past 

years , led by key players like Google, Facebook, AWS, Alibaba, and 

Microsoft . Growth of the d igital economy and initiatives for smart cities 

continue to boost Data Centre  investments in many countries. The 

governments around the globe have been successful in  attract ing  the se 

players to establish Data Centre s in their countries. Some of the 

nations , which have huge Data Centre  markets running successfully 

and wherein the major steps were taken by their respective 

governments and the incentives provided to the Data Centre  players 

are discussed below:   

2.17  United States ð States of the U.S. are competing to attract Data 

Centre s by offering financial incentives, often by waiving sales or 

property taxes on the expensive  equipment they use. Many states 

provided sales tax exemption and property tax break s in some form to 

enhance the international Data Centre  market as follows 13 : 

a. Alabama exempts Data Centre s from states and local sales and 

property taxes by a law that offers u p to 30 years of tax breaks for 

 
11https://www.prnewswire.com/asia-pacific-data-centre-market-outlook-2021-2026.html 
12https://cloud.google.com/about/locations#asia-pacific 
13 Source: Associated Press research of laws and interviews with economic-development officials in all 50 
states  

https://www.prnewswire.com/news-releases/asia-pacific-data-center-market-outlook-2021-2026-aws-microsoft-alibaba-tencent-ibm-oracle-and-google-continue-to-expand-their-base-with-the-opening-of-cloud-regions-301226783.html
https://cloud.google.com/about/locations#asia-pacific
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Data Centre s investing $400 million and creating at least 20 jobs 

with an average annual compensation of $40,000.  

b.  Arizona provided a sales tax exemption for Data Centre s that can 

last up to 10 -20 years.  

c. In Florida, Data Centre s fall under the Florida Enterprise Zon e 

incentives program , which has a qualified target industry tax refund 

incentive. Under the scheme, companies that create high -wage jobs 

in the state are eligible for tax reimbursements on their corporate 

incomes, sales, intangible personal property , and i nsurance 

premiums.  

d.  Georgia offers a sales tax exemption for equipment in Data Centre s 

investing at least $15 million annually, and Atlanta ranks among 

the leading markets for Data Centre s.  

e. Colorado provides general job -based tax breaks for Data Centre s. H 

f.  Hawaii offers job creation incentives to Data Centre s; however, the 

dollar value of incentives is confidential.  

g. In Wyoming, a law offers Data Centre s that invest at least $5 million 

a sales tax exemption on computer equipment. Data Centre s that 

invest at least $50 million also can get a sales tax break on power 

supplies and cooling equipment.  

2.18  United Kingdom ð The main reasons behind the UK, especially 

London being the hotspot for Data Centre s are connectivity, a huge 

demanding customer ba se, regulatory and legislative stability. Another 

reason is also the availability of skills where the UK has expertise in 

sector investments, finance, funding, innovative design, engineering , 

and construction.  

a. Connectivity : The UK has unparalleled global fiber connections 

both in terms of size and reach. The intercontinental fiber reach of 

London covers global to local needs , and its major internet 

exchanges provide unparalleled access between multiple continents 

and Europe.  

b.  Investment  Security : The UKõs safe structured environment, 

ownership rights, EoDB , and ROI (return on investment) potentials 
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attract FDI (foreign direct investment). London, described as the 

òultimate place to de-riskó, is important considering that Data 

Centre s are  among the most expensive real -estate investments in 

the world.  

2.19  Singapore : Singapore is the most sought -after APAC Data Centre  

market and has become a primary hub for cloud services within the 

region due to its favourable conditions like robust infrastructure , 

access to fiber , talented local workforce , and great set of community 

partners. Its telecom sector is the most advanced g lobally, boasting of 

first -class connectivity and admirable network infrastructure . 

According to the Singapore Economic Development Board, Singapore 

is currently home to approximately 50% of Southeast Asiaõs Data 

Centre  capacity. It has continued to improv e in indices and has made 

substantial improvements in ease of acquiring and registering 

property. It now takes less than six  days  in Singapore to register a 

property for building a Data Centre . Similarly, the countryõs legal 

framework is strong and substan tially well placed to protect its 

investors against any capital risks. The Government initiated a Next 

Generation Broadband Network (NGBN) plan in 2015 for a state -wide 

fiber -based network. NGBN is to increase broadband connectivity, 

thereby boosting domes tic data consumption as well, which in turn 

increased the demand for Data Centre s. Its strong network 

infrastructure, large content distribution network, diverse connectivity 

to major APAC markets, pro -business environment , and political 

stability are some  other factors that favour Singaporeõs preference by 

Data Centre  players. Its low -tax environment  has also made it an 

attractive location for large corporations. Zero GST tax rate for 

international services and exports has attracted many  foreign 

investors. Growth among the small - and mid -size businesses, in turn , 

increased the demand for public cloud services such as Software as a 



   
 

25 
 

Service (SaaS) and Infrastructure as a Service (IaaS). The Government 

incentive to boost the DC market is 14 : 

2.19.1  An approved company under the Pioneer Certificate 

Incentive (PCI) or Development and Expansion Incentive (DEI) is el igible 

for a corporate tax exemption or a concessionary tax rate of 5% or 10%, 

respectively, on income derived from qualifying activities.  

2.19.2  Singaporeõs Data Centre  parks also provide power -related 

infrastructural facilities like on -site power plants, dual power feeds , 

and redundant sources of network path diversity.  

2.20  Singapore  established multi -activity zones in the 1960s and 

specialized SEZs (e.g. , petroleum refinery activities) in the 1970s. In 

the 2000s, its SEZ policy shifted to creating knowledge -intensive 

clusters through the establishment of innovation -driven SEZs focused 

on R&D and other high value -added activities. In 2018, the Singapore 

Cooperation Enterprise, a Singaporean Government  agency, signed a 

tripartite agreement to develop a single el ectronic window solution to 

facilitate trade and increase trade efficiencies for the special economic 

zone in Nkok, Gabon. The other two parties to the agreement were the 

Gabon Special Economic Zone ñan international public -private 

partnership comprising th e Government of Gabon, Olam International 

(Singapore) , and the African Finance Corporation ñand the Singapore -

based global trade facilitation platform provider vCargo Cloud. 15  

2.21  Nongsa  Digital Park (NDP), located in the northeast of Batam, has been 

upgraded from a technological park to an SEZ. 25 Hectare of the park 

has been allocated to develop the Data Centre s in the first phase, with 

plans for expansion  in the future. This decision h as signified NDP as 

the ôDigital Bridgeõ between Singapore  and Indonesia to grow the digital 

economy that was identified as a joint growth sector between the two 

countries during RISING 50 leadersõ retreat in Singapore. The Park 

hopes to become a hub for Data Centre s, the Data Centre  market 

 
14www.edb.gov.sg 
15 https://unctad.org/system/files/official-document/WIR2019_CH4.pdf  

http://www.edb.gov.sg/
https://unctad.org/system/files/official-document/WIR2019_CH4.pdf
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growth is expected to intensify in the region, driving demand for "edge 

Data Centre s" located closer to the end -users so they can benefit from 

lower latency, higher security , and greater control of their data.  

2.22  Malaysia : Malaysia is one of the preferred destinations for shared 

services and Data Centre s in the APAC region due to various initiatives 

it has undertaken. The Malaysian DC market is broadly marked by 

expansion, efficiency , and consolidation. Ample land , good 

infrastructure , educated workforce , and political stability are the 

advantages. Due to the presence of many global network providers , it 

has good international network connectivity. Multimedia Super 

Corridor or MSC Mala ysia is a Special Economic Zone initiative for the 

global IT industry and is designed to be the R&D centre for IT 

industries. MSC Malaysia status is given to both local and foreign 

companies that develop or use multimedia technologies to produce and 

enhanc e their products and services as well as for product 

development. The current ecosystem, under which the Government 

functions, seems to be driving Malaysiaõs ability to attract Data Centre  

investments. The incentives are as follows 16 : 

I.  Freedom to source fun ds globally for investments.  

II.  Globally competitive telecommunication tariffs.  

III.  Income tax exemption (for 5 years and extendable by additional 5 

years) on statutory income (or value -added income) derived from 

services provided about  core income -generating activities for MSC.  

IV.  Unrestrained employment of local and foreign knowledge work ers. 

Malaysia has consistently been ranked as one of the most business -

friendly countries in the Ease of Doing Business index. For 

example, starting a business in Malaysia takes only three days. The 

country favours DC business investment because of an assu red 

availability of land. Malaysia has the second -fastest process for 

registering property in Asia. Besides, the country also generates 

surplus electricity that ensures that an energy -intensive industry 

 
16taxsummaries.pwc.com  

file:///E:/Work%204/23.%20Data%20Center_CP/!New/taxsummaries.pwc.com
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like Data Centre s is assured of a constant supply of electricity. 

Electricity and energy costs are minimum  in Malaysia among the 

South -East Asian countries. Moreover, it has access to renewable 

power from hydroelectric dams which is appealing for companies 

with environmental mandates.  

2.23  China : China leads the  world in internet consumption , and the DC 

market has benefited from the factors of rapid economic growth 

coupled with the quick adoption of IT and digital services by the 

Government. Traditional industries are encouraged by policies to 

embrace digital transformation and ultimately has driven the data 

market growth, with which China has become the second -largest Data 

Centre  market worldwide ñbehind the USA. Chinese Government has 

designated Data Centre s as a nationally strategic investment sector 

since 2017, as part of a policy to encoura ge further investments in 

advanced technologies like cloud computing, AI , and Big Data , which 

is now allowing more Government -supported Data Centre  

deployments. The regional Chinese Governments are also promoting a 

Data Centre  sector as a means of advancin g regional economic 

development. For example, Hubei Province is aiming to create a Data 

Centre  cluster in China as North Virginia is doing in the USA. Several 

cooperation projects are signed between the Hubei Government and 

ZTE Corp. The Hubei Government h as set up efforts in a phase -wise 

manner to provide infrastructure and encourage investment to help 

ZTE finish the Data Centre  project in 2020 and achieve long -term 

goals. Chinaõs regulator Ministry of Industry and Information 

Technology (MIIT) has formula ted a separate license called Internet 

Data Centre  (IDC) license in 2015. Operators require an IDC license to 

build or lease Data Centre  services. Investors establishing a Data 

Centre  in China must review a variety of considerations, ranging from 

the local  climate to infrastructure quality and tax incentives. Local 

authorities in lower -tier cities are generally more open to establishing 

new centres and often provide tax and land incentives. Data Centre s 
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within Chinaõs tech parks also enjoy more favourable Government 

policies and better amenities.  

2.24  Hong Kong : Hong Kong has emerged as the key regional Data Centre  

location because of its low tax rate, well -established legal system, 

extensive business network , reliable energy supply, reliable network 

connectivity, blooming start -ups , and IP protection. The Government 

support for a Data Centre  includes land supply by industrial estates, 

availability of greenfield sites for sale, land earmarked specifically for 

Data Centre s, facilitation units and thematic portal, waiver/fee 

exemption for using parts of existing industrial buildings , and tailor -

made lease modifications of industrial lots for Data Centre  use.  

Demand drivers for Data Centre s in India  

2.25  Presently, with the Digital India initiative, the Government is pushing 

for the growth of the digital economy through supporting Data Centre  

development. The Government  of India recognizes the importance of 

digital infrastructure and utilizes public and pr ivate clouds to deliver 

solutions to Indian citizens. Increased penetration of the internet 

(including in rural areas) and the rapid emergence of e -commerce are 

the main factors for the continued growth of the Data Centre  market 

in the country. Also, many IT and software companies are now 

migrating to cloud -based business operations that are contributing to 

the Data Centre  co-location and hosting services in India.  

2.26  Major workforce was compelled to go remote due to the pan demic, 

which has led to an increasing number of companies investing in IT 

and cloud services. This rising digitization has given a stimulus to the 

demand for Data Centre s in the past few years. The need for scaling 

up the data processing and storage requir ements has been 

underscored by the increased data consumption during the lockdown. 

A CBRE report 17 forecasts technology, fintech, 

pharmaceuticals/healthcare, education , and media and content to be 

 
17 http://cbre.vo.llnwd.net/India_Major%20Report_Data%20Centres_The%20Next%20Charged%20Up%20Wave  

http://cbre.vo.llnwd.net/grgservices/secure/India_Major%20Report_Data%20Centers_The%20Next%20Charged%20Up%20Wave_September%202020.pdf?e=1632894745&h=b190afd379feefdb00b14abedde905cc
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the key drivers of the Data Centre  segment. On account of m ore users 

comi ng into the fold of technology, technical convergence, the 

proliferation of Industry 4.0, the upward trajectory will sustain the 

Data Centre  segment in the country. Digital inclusion will play a 

pivotal role in attracting investment in Data C entre s and disp ersing 

Data Centre s to Tier -2 or Toer 3 cities and creating skilled jobs.  

I.  Data Explosion   

2.27  India has witnessed a digital thrust since the enhanced  focus by the 

Government on the Digital India flagship program to improve online 

infrastructure and increase digital literacy and penetration, with 

several initiatives leading to an unprecedented digital explosion. 

Digital adoption has become critical for personal and business needs ; 

moreover, this digitization push accelerated during COVID -19 , with 

data -usage-per -subscriber rising at an all -time high of 12GB per 

month in the quarter ending September 2020 18, amidst increased 

work -from -home, online education, OTT consumption, online gaming , 

and casual internet use during the lockdown. With the cheapest data 

tariffs in the world, affordable smartphones, the data usage would 

effortlessly increase from 12GB/user/month currently to 

25GB/user/month by 2025 19. To support these overlaying volumes o f 

data explosion, Data Centre  storage space growth is inevitable.  

2.28  Indian Data Centre  market investments are expected to grow at a 

CAGR of 5% (~2X of the global market) to reach $4.6 billion per annum 

by 2025 20 . The Data Centre  market is witnessing a conti nuous uptrend 

owing to growing internet penetration, increased adoption of cl oud, 

rising use of big data analytics and IoT, increased thrust on data 

localization , and other data economy factors. Below is a peek into the 

factors that will continue to drive Data Centre  investments in India:  

 
18 TRAI Performance Indicator Report  
19 ANAROCK Navigating the India Data Centre Lifecycle Report   
20 NASSCOM Report: India The Next Data Centre Hub ς Feb 2021  
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2.28.1  Internet penetration : Being the second largest internet 

market, India has an internet user base of over 750 million subscribers 

by the end of December 2020 21 , which is expected to reach one billion 

by 2025. Digital adoption has increased data traffic and p ushed the 

occupancy rate of colocation Data Centre s, with several investors 

planning to expand their capacities across major locations.  

2.28.2  Cloud adoption : The pandemic has accelerated the rate 

of cloud adoption , and Indiaõs public cloud services are expected to 

reach $5 billion by 2023. This shift has pushed increased investments 

in hyper -scale Data Centre s with the global DC market investments 

expected to reach ~$200 billion per annum by 2025, and India is 

expected to account for 2.3% of these total investments.  

2.28.3  Big Data and IoT : Big data analytics is expected to grow 

at a CAGR around 29% to reach $68 billion  by 2025. Number of  IoT 

devices is expected to reach around 75 billion in 2025, generating 79.4 

zettabytes of data, accounting for a need for more data storage space.  

India is expected to be a frontrunner in the Internet of Things (IoT) 

adoption in Asia -Pacific  requiring hug e Data Centre space.  

2.28.4  Data Economy factors - India is set to become a thriving 

data economy in the APAC region with growing digital services. Indians 

are the largest audience of social media and OTT platforms . OTT 

subscribers are 30 million as of July 2020 22 , and this number is likely 

to grow with an increased smartphone and internet penetration. 

Mobile points of sale transactions are expected to rise from US$ 16 Bn 

in 2020 to US$ 44 Bn in 2024 (28% CAGR) 23 . Also, digital commerce 

usage is expected to rise from US$ 57 Bn in 2020 to US$ 94 Bn in 

2024 (13% CAGR) 23 .  

2.29  The NDCPð2018 has emphasized accelerating Industry 4.0 to develop 

a market for IoT/ M2M connectivity services in sectors including 

Agriculture, Smart Cities, Intelligent Transport Networks , etc. The 

 
21 TRAI Performance Indicator Report  
22 https://www.ibef.org/blogs/india-s-ott-market  
23 statista.com   

https://www.ibef.org/blogs/india-s-ott-market-witnessing-a-rise-in-number-of-paid-subscribers
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Government of India has also announced many M2M or IoT mega 

projects , which have the potential to impact socio -economic life. Some 

of them are:  

I.  Development of 100 Smart Cities project and rejuvenating 500 

others by the Ministry of Urban Development.  

II.  The Ministry of Power has taken up 14 Smart grid pilots with an 

average customer base of around 20,000 each.  

III.  The Ministry of Road Transport has mandated that all commercial 

vehicles of more than 22 seating capacity be enabled with GPS, 

emergency calls , etc.  

Thus, M2M will continue to see strong growth with technological, 

political , and economic factors coming tog ether. Also, with the 

enhancement in M2M communications, the amount of data will 

increase tremendously, thereby stimulating the growth of the Data 

Centre  industry.  

2.30  During the pandemic, the DC sector have played a critical role in 

keeping the country online , which made service providers to fast track 

their planned expansions. The investments in capacity expansion by 

operators worldwide picked up since Q3 2020 owing to the surge in 

demand in the DC market. Data Centre s will also become one of the 

most preferr ed forms of alternative real estate asset , with the focus 

shifting to large hyperscale developments. The widening e -commerce 

network in India will boost the DC segment, as it increasingly needs 

help in managing its growing database. Passing policies such a s the 

National E -commerce Policy, NDCP -2018, Personal Data Protection 

Bill, and the Policy framework on Data Centre  by the Government will 

accelerate demand.  

II.  5G rollout  

2.31  The Data Centre  continued to remain an essential aspect of the 

Telecom and IT industry. With the increasing data storage demands of 

the telecom sector, Data Centre s are becoming a more strategic asset 
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for telecom operators. Data Centre s that  were used primarily to 

suppor t internal functions, are today used to deliver end -user 

applications, including content and video. The investments made by 

the telecom providers in their Data Centre  offerings are thus allowing 

them to leverage their assets to build another segment of bus iness to 

earn revenue. As networks ramp up their support for 5G and IoT, the 

DC providers are focusing on the edge and the increasing need to 

locate more capacity close to the end -users, while TSPs are re -

evaluating the role of their Data Centre s. 

2.32  Introduc tion of 5G in India will bring forward more content in the 

marketplace , and thereby generate demand for more storage. 5G 

technology will transform the industry by revamping its existing 

processes and infrastructure. Small cell technology will be used 

heavi ly to roll out 5G coverage. Moreover, 5G connectivity will 

introduce the idea of ômany to oneõ methodology where the user's 

endpoint device will need to communicate with many towers or 

antennas of the small cells, at the same time , thereby requiring more 

Data Centre s. Data Centre s will need to be close enough to these cells 

to maintain 5Gõs low latency performance and meet service-level 

agreements. Data Centre s that have been set up for 4G will have the 

capacity for handling 5G data; however, they will have to change their 

infrastructure to cater to 5Gõs frequencies. Micro Data Centre s might 

even be deployed at the base of cell towers, allowing limited data 

processing with even  faster response times for critical applications.  

2.33  The infrastructure of 5G wireless networks will be based on Software -

defined networking (SDN), which provides communication 

arrangements between cloud applications and services and a userõs 

mobile terminal.  Network Functions Virtualization (NFV) is another 

major driver of change in the telco Data Centre . NFV often planned in 

conjunction with SDN transformation will give TSPs the ability to use 

network resources more efficiently. The future of Data Centre s in  the 

upcoming 5G SDN era will have a major impact on the telco Data 

Centre  networking domain, including the various implementation 
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scenarios and approaches of new challenges. As TSPs transform their 

Data Centre s to support SDN and NFV, demand escalates for  a set of 

Data Centre s especially operating for telecom needs.  

2.34  Telecom Data Centre s: A telecom Data Centre  is a facility owned and 

operated by a Telecommunications or a Service Provider company. 

These Data Centre s generally require very high connectivity and are 

mainly responsible for driving content delivery, mobile services, and 

cloud services. Telecom providers may run the Data Centre  within a 

Data Centre  similar to a Colocation Data Centre . As India is turning to 

be a favorite market for the cloud ecos ystem (Software -as-a-Service, 

Platform -as-a-Service, and Infrastructure -as-a-Service) , telecom 

companies are keen to get a place in the lucrative Data Centre  market, 

partner with global players looking to offer value -added services , and 

rollout 5G services. For example, Nextra by Airtel has a nationwide 

portfolio of around 10 large Data Centre s and more than 120 edge Data 

Centre s, providing customers with co -location services, cloud 

infrastructure, managed hosting, data backup, disaster recovery, and 

remote infrastructure management. Airtel Nextra will  invest Rs 5,000 

cr to expand Data Centre  business plans to build seven hyper -scale 

Data Centre s, which  will tr iple its capacities and help India become a 

regional hub for Data Centre s. As per news reports even Reliance Jio 

Infocomm Ltd  plans to build a data centre in Uttar Pradesh at an 

investment of around $950 million 24 . This is driving a change to 

telecom Data  Centre  demands for network operators.  

III.   Data Localization  

2.35  Data localization laws are gaining prominence , such as GDPR in 

Europe and Cybersecurity Law in China , owing to their rapid digital 

development. With many organizations going through a technological  

shift via Data Centre  decommissioning and migration to the cloud, the 

need to secure data privacy has become more urgent in the context of 

 
24 https://www.livemint.com/industry/telecom/jio-plans-near-1-billion-data-centre-in-uttar-pradesh-
11614039904599.html 
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organizations, considering the emerging threat scenarios and 

implications of a data breach. A Gartner release inform s that 80% of 

enterprises are expected to migrate away from on -premises Data 

Centre s to the cloud by 2025. However, the proposed Data Protection 

Bill may empower the Government to exempt such companies , which 

only process the personal data of foreign nationals who are  not present 

in India. This move may incentivize these companies to ramp up their 

Data Centre  capacity in the country. Storing data locally will reduce 

network latency and improve speed. Wit h this , some of the latest 

providers with resource ownership will be able to build massive 

capacities of Data Centre s at much higher scalability and quality but 

at much -reduced costs.  

Data explosion + Data localization = India ĭ> the new Data Hub 

in Asia  

IV.   India - The new Data Centre  hub  

2.36  With the data localization rules coming in, existing Data Centre  

capacity will end up being highly constrained. Data localization has 

laid the stone for the development of hyperscale Data Centre s in India 

to cater to this increasing data consumption demand. India currently 

needs to ramp up its Data Centre  capacity by a t least 15 times in the 

next 7 to 8 years to be able to handle the massive amount of data influx 

that will enter its borders because of data localization. Service 

providers like NTT (Netmagic ), ST Telemedia, CtrlS, Yotta 

Infrastructure Solutions, RackBank are investing in DC development 

to support the unprecedented demand that will arise through data 

localization policy. India is a more viable and economic place to build 

and operate large -scale Data Centre s. Data explosion along with the 

Government's decisi on of data localization will surely make India a 

Global Data Centre  Hub . 

2.37  India holds an enormous potential to become the ônext destinationõ for 

Data Centre s propelled by the policy initiatives, increasing customer 
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base, and corporate requirements for data storage. Its relative position 

in the Asia -Pacific region also means that neighboring countries may 

look to India as a key provider of infrastructure to th e region like  

Singapore. The increasing demand for cloud services induce s global 

internet companies such as Amazon, Apple, Facebook, and Google to 

amplify global Data Centre  capacity growth. This may very well provide 

an opportunity for the cloud and IT co mpanies to invest in the APAC 

region, especially India to develop the capacity.  

India ĭ policy, initiatives for Data Centre  industry  

2.38  Despite the wide demand and progress of the Data Centre s, in reality , 

the establishment of a Data Centre  has many hurdles from a selection 

of location, acquiring permissions, building and operational costs, 

infrastructure , and availability of resources, security, data 

management , etc. , to handl e the storage facilities.  

2.39  The Data Centre  establishment requires tremendous investment at the 

preliminary stage due to costly real estate, power infrastructure , water 

requirement and improving wide area network connectivity. Acquiring 

land, obtaining permits, and ensuring an uninterrupted power s upply 

are major requirements for  establishment  of Data Centre s. Land 

requirements depend  upon the tier , i.e., space capacity (refer to 

Annexure I for Data Centre  tiers) of the Data Centre . According to the 

CBRE report 25 , the land required for captive Data Centre s is at least 

20,000 ð40,000 sq. ft. , and that for third -party Data Centre s is at least 

100,000 ð200,000 sq. ft. Similarly, the investment in the construction 

of a Data Centre  would depend on its tier. The invest ments needed to 

construct a Tier 4 Data Centre  would , on average , be INR 24,000 ð

25,000 per sq. ft. and for a Tier 3 centre , the cost would be  INR 16,000 ð

18,000 per sq. ft. Based on the geographies of the location there are 

differentiations in the construction costs, thereby affecting the site 

selection process.  

 
25https://www.realtynmore.com/India-Is-India-the-next-frontier-for-the-data-centre-industry-June-2018.pdf 

https://www.realtynmore.com/wp-content/uploads/2018/10/India-Is-India-the-next-frontier-for-the-data-center-industry-June-2018.pdf
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2.40  Many Data Centre s have been set up in India, but the focus of Data 

Centre  players  have been on Tier -1 cities like Mumbai, Pune, Chennai, 

Delhi for various  reasons like the presence of robust connectivity, 

uninterrupted power supply, excellent local market, availability of 

skilled manpower , etc. The Tier -2, Tier -3 cities , and the rural areas 

lack infrastructure, power , and fiber connectivity. T he taxes levied on 

the real estate make it difficult to buy large parcels of land for a Data 

Centre . This leads to increased costs deterring players from entering 

this segment. The real estate players can  shift their focus to Tier -2 

cities , which could prove to be more reliable, offering affordable real 

estate options and lower labour costs. Tier -2 cities can also be a 

hotspot for hosting disaster recovery sites for the main Data Centre s. 

Considering the potential of such cities, the only ar eas of improvement 

are transport connectivity, internet connectivity , and the power supply 

in these regions. Table 2.1 gives an outlook of several  Data Centre s in 

major cities in India. The area map shows that there is a clear lack of 

opportunities for Data Centre s expansion in the north, northeast , and 

central regions , though  there is a substantial internet penetration and 

digital services explosion in those r egions. As of September 2021, there 

are 172 colocation Data Centre s from 26 areas in India 26 .   

 

 

 
26https://www.datacentremap.com/india/ 

Location  No. of DCs  

Delhi -NCR 26  

Bengaluru  31  

Chennai  14  

Pune  10  

Mumbai  25  

Ahmedabad  8 

Kolkata  9 

Hyderabad  11  

Other cities  38  

  Figure 2.3: Data Centre s area map  

 (Source: datacentermap.com/India/) 

Table 2.1: Number of Data 

Centre s operating in India as 

of September 2021  

https://www.datacentermap.com/india/
file:///E:/Work%204/23.%20Data%20Center_CP/!New/datacentermap.com/india/
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2.41  Annually, t he Indian  market is witnessing investments in a few Data 

Centre  projects from DC service providers. Mahar ashtra continues to 

dominate with an investment share of over 50% in the market. While 

Mumbai and Chennai remain the foremost choices, the other metro 

cities of Hyderabad, NCR and Bangalore are also of interest given the 

huge catchment of urban population and large enterprises. Even Tier 

2 an d Tier 3 locations offer significant cost advantages and have the 

potential to overtake Tier -1 cities, especially because of the low labour 

costs, manpower requirement of the industry , and economically valued 

real estate available in those regions. The f avorable policy offered by 

some of these states have also played a part. Table 2.2 summarizes 

fiscal and non -fiscal incentives offered by some of the states. Whilst 

the data requirements of Tier -2 cities are on the rise because of a 

decentralized workforce, there will be an increased demand for rapidly 

deployable smaller colocation Data Centre s built closer to smaller 

cities. Building Data Centre s in new Tier -2 cities where internet use is 

booming is also a strategic business move, as it would help in easing 

congestion and speed up internet services, creating increased 

opportunities for edge DCs in the country.   

Table: 2.2 Data Centre  policies of various states  

S. 
no.  

State and DC 
Policy  

Key Provisions  

1 

Maharashtra 27  

 
(IT/ITES 
Policy ð 2015)  

a. DCs will be covered under Essential Services and Maintenance (ESMA) 

Act  

b.  DCs are eligible for the below fiscal incentives that are provided for 

IT/ITES units : 

c. 100% stamp duty exemption to new IT/ITeS units  

d.  Electricity duty exemptions for 10 years  

e. Electri city tariff ð power supply at industrial rates  

f.  Property tax is levied at par with residential rates  

g. Registered IT/ITES units shall be exempt from octroi/Local Body Tax 

(LBT)/entry tax/escort tax or any other cess  

h.  Allowing setting -up of IT/ITES units in any  zone 

 
27 http://di.maharashtra.gov.in/IT_ITES_Policy_2015_final_English.pdf  

http://di.maharashtra.gov.in/_layouts/15/doistaticsite/English/pdf/IT_ITES_Policy_2015_final_English.pdf
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2 

Telangana 28  
 
(Telangana 

Data Centre  
Policy ð 2016)  

Fiscal Incentives:  

1) Incentives for expansion of IT/ITeS shall be applicable for Data Centre  firms  

a. Allotment of Govt. land based on eligibility criteria  

b.  IT is classified as industrial units for levying industrial power tariff 

category  

c. Green initiative: promote energy efficient equipment usage  

d.  100% reimbursement of stamp duty, transfer duty and registra tion fee  

e. Reimburse the cost of filing patents/ copy rights to companies having 

R&D units in Telangana  

2) Establish dual power grid networks, renewable energy under open access 

system, provide power at the cost of generation  

3) Up to 50% rebate on building fees  

4) Land shall be provided at a subsidized cost  

Promoting Startups/SMEs:  

5) Additional preference to Startups/SMEs for procurement of DC services by 

the Government  

6) 25% subsidy on lease rentals for 3 years  

7) Specific R&D grants  

8) Patent filing costs will be reimbursed up  to INR 2 lakhs  

Non -Fiscal Incentives:  

9) DC Firms are classified under ôEssential Servicesõ 

10) Exemption from power cuts, exemption from inspections under factories 

act; wages act; Shops and Commercial Establishment Act , etc.   

3 

Gujarat 29  

 
(Establishment 
of 
Data Centre  ð 

2017)  

All the incentives under IT/ITeS policy (2016) for promoting IT/ITES parks and 

units are applicable for DCs also  

a. Allotment of Govt. lands to the IT/ITeS Industry  

b.  Capital subsidy @ 25% of CapEx in buildings and infrastructure, 

excluding the cost of land.  

c. 100% reimbursement of stamp duty/ registration fee/ conversion fee 

d.  Power tariff subsidy at the rate of Re. 1 per unit for 5 years  

e. 100% reimbursement for electricity duty paid for 5 years  

f.  Lease rental subsidy for e ligible IT/ITeS units, at the scale of 50 sq.ft. 

per employee, for 5 years  

g. Interest subsidy @ 5% for micro and @7% for SME enterprises for 5 

years  

h.  Reimburse tax paid under Section -13 of Gujarat VAT Act  

i.  100% reimbursement of Central Sales Tax (CST)  

j.  VAT/CS T/GST reimbursement for a period of 8 years  

k.  Patent assistance at the rate of 50% reimbursement   

4 

Odisha 30  
 
(Odisha State 
Data Centre  

Policy ð 2020)  

Incentives in the ICT Policy for IT/ITES industries shall be applicable for DC 

firms  

Fiscal Incentives:  

1) Allotment of govt. land  

2) Building fees subsidy: up to 50% reimbursement  

3) Electricity subsidy ð industrial tariff is applicable, electricity duty and 

inspection fee exemption for 5 years  

4) Internet bandwidth subsidy: 50% reimbursement of internet 

bandwidth/leased line charges per year per unit for 5 years  

5) 75% Reimbursement of patent filing costs for R&D IT units  

Non -Fiscal Incentives:  

6) DC industries/units are classified as ôEssential Servicesõ under ESMA act 

and as ôPublic Utilityõ services  

7) Exempt from provisions of factories act; Shops and Commercial 

Establishment Act; labor act , etc.  

 
28 https://it.telangana.gov.in/telangana-data-centre-policy-2016/  
29 http://vibrantgujarat.com/writereaddata/images/pdf/project-profiles/Data-Centre.pdf  
30 https://startupodisha.gov.in/wp-content/uploads/2021/07/AIA-3.pdf  

https://it.telangana.gov.in/telangana-data-centre-policy-2016/
http://vibrantgujarat.com/writereaddata/images/pdf/project-profiles/Data-Center.pdf
https://startupodisha.gov.in/wp-content/uploads/2021/07/AIA-3.pdf
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5 

Uttar 
Pradesh 31  

 
(Uttar Pradesh  
Data Centre  
Policy ð 2021)  

Fiscal Incentives:  

1) Interest subsidy up to INR 50 crore per park  

2) Capital subsidy of 7% per DC unit  

3) 25%, 50% land subsidies in specified regions  

4) 100% stamp duty exemption for purchase/lease of land  

5) 100% electricity duty exemptions for 10 years  

6) Dual grid lines power supply and exemption from 

wheeling/transmission charges   

Non -Fiscal Incentives:  

7) DC industries are classified under ESMA act  

8) 24x7 water supply, special provisions in building norms  

9) Open access system to purchase power, deemed distribution license, 

deemed franchisee status, 24x7 power supply , etc.  

10) Exempt from inspections under factories, wages acts , etc.  

11) Non disturbance provision, preference in public procurement .  

6 

West Bengal 32  

 
(West Bengal 
Data Centre  

Policy ð 2021)  

       Fiscal Incentives:  

1) 100% exemption of stamp duty and registration fees  

2) Electricity duty waiver for 5 years  

Non -Fiscal Incentives:  

1) Dual power grid networks, ôindustrial statusõ to electricity supplied to DCs, 

power and internet facilities to Edge DCs  

2) 24x7 uninterrupted power supply and internet connectivity  

3) 24x7 water supply  

4) Single -window approvals and permits for companies willing to establish 

captive firms  

5) Special provisions in building norms  

6) RoW provisions as per ôWest Bengal Broadband Policy 2020õ for laying OFC 

to and from DCs  

 

Attracting investments through fiscal and Non -Fiscal 

incentives , including Ease of doing business  

2.42  As per the World Bank, Doing Business Report 2020 33, India is ranked 

63  among 190  countries in doing business. Business Regulations 

affecting 12 areas of a business are covered in this report , which 

rang es from starting a business, dealing with construction permits, 

getting electricity, registering p roperty, getting credit, protecting 

minority investors, paying taxes, trading across borders, enforcing 

contracts, resolving insolvency, employing workers, and contracting 

with the Government.  

2.43  In the TRPC Data Centre  Security Index (DCSI) 2020 report 34 , India 

ranked 14 th  among 18 APAC countries , which gives a composite 

 
31 http://invest.up.gov.in/wp-content/uploads/2021/02/Data-Centre-Policy-english.pdf  
32 https://www.eqmagpro.com/2021/09/West_Bengal_Data_Centre_Policy_2021.pdf  
33https://www.doingbusiness.org/en/data/exploreeconomies/india 
34 The TRPC Data Centre Security Index 2020 Report: https://trpc.biz/the-trpc-data-centre-security-index-2020/  

http://invest.up.gov.in/wp-content/uploads/2021/02/Data-Centre-Policy-english.pdf
https://www.eqmagpro.com/wp-content/uploads/2021/09/West_Bengal_Data_Centre_Policy_2021_compressed.pdf
https://www.doingbusiness.org/en/data/exploreeconomies/india
https://trpc.biz/the-trpc-data-center-security-index-2020/
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statistical measure of the different risks that can impact Data Centre sõ 

activities. It provides a snapshot of exposure of Data Centre s to 

elements that can threaten their integrity, disrup t their activities,  and 

jeopardise their reputation when they operate in a given country. The 

indicators are grouped under six major types of risk ð Infrastructure 

Risk, Energy Risk, Natural Risk, Business Risk, Political Risk , and 

Legal Risk ð providing a holistic assessment of an economyõs risk 

profile. Small countries like Malaysia, Thailand , and Indonesia are 

ahead of India in these ranking indices.  

2.44  The National Digital Communications Policy, 2018 , envisages 

establishing In dia as a global hub for cloud computing, content 

hosting and delivery, and data communication systems and services 35.  

2.45  The draft National Data Centre  Policy 2020, released by MeitY on 3 rd  

November 2020 aims at creating a favourable climate for investments 

in the Data Centre  Sector, both domestic invest ments and Foreign 

Direct Investments, and incentivizing the growth of a robust and 

sustainable Data Centre  sector in the country. The policy  aims to 

promote R&D for manufacturing and development of Data Centre  

related products and services for domestic and global markets. In 

addition to promoting domestic manufacturing, including non -IT as 

well as IT components, to increase domestic value addi tion and reduce 

dependence on imported equipment for Data Centre s.36  

2.46  The various policy and regulatory enablers are essential to promote 

the Data Centre  industry and strengthen Indiaõs positioning in the 

global Data Centre  market. At the same time, minimum regulation and 

maximum facilitation policy are critical to incentiviz ing  Data Centre s 

in the country. For encouraging foreign  investment in Data Centre s, it 

is important to have a robust and easy -to-comply with licensing and 

regulatory framework in  place. EoDB is more important than 

incentives , and at the same time, this is essential for building 

 
35 https://dot.gov.in/sites/default/files/EnglishPolicy-NDCP.pdf  
36 https://www.meity.gov.in/writereaddata/files/Draft%20Data%20Centre%20Policy%20-%2003112020_v5.5.pdf  

https://dot.gov.in/sites/default/files/EnglishPolicy-NDCP.pdf
https://www.meity.gov.in/writereaddata/files/Draft%20Data%20Centre%20Policy%20-%2003112020_v5.5.pdf
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confidence with other countries to have their data stored in India. 

When looking at the worldwide Data Centre  distribution, ease of doing 

business is one o f the primary factors for a company to choose a 

specific region or country to expand its market. Hence, the bottlenecks 

in ease of doing business (EoDB) need to be addressed , and suitable 

incentivizing opportunities need to be created by early framing of 

desirable and attractive policies of investment in this sector.  

2.47  The four critical aspects in Data Centre  are Land, Power, Telecom and  

IT Element/Networks and Ease of Doing business. A new Data Centre  

requires close to 30 approvals/permissions 37  from different central 

and state Governments õ departments before a Data Centre  can start 

operations. For instance, Annexure II  shows the large num ber of 

clearances required to build a Data Centre  even in a Tier  1 city like 

Mumbai, Delhi -NCR, Bengaluru, Chennai , etc. Specified timelines for 

clearance should exist to prevent delays. The land acquisition process 

faces bottlenecks of multiple clearance/c ompliance, several 

restrictions based on building codes, indust rial zones , etc. Approvals 

and land acquisitions continue to challenge the Data Centre  project 

propositions, leading many international cloud providers to look back 

on their capacity expansion plans in India. Promoting ease of doing 

business in itself is one of the most important non -fiscal benefit s that 

a government can offer to Data Centre  players. Accordingly, Meit Yõs 

draft policy on Data Centre s discusses the issue of simplifying 

clearances through a singl e window, time -bound clearance system by 

State Government/Union Territories. It also mentions publishing a list 

of approvals/clearances required with the defined timelines for 

obtaining the same.  

2.48  The National  Single Window System (NSWS) that has  been 

conceptualized and announced by the Department for promotion of 

Industry and Internal Trade (DPIIT), will enable 

investors/entrepreneur s/businesses to identify and obtain all 

 
37 https://community.nasscom.in/sites/default/files/report/25264-nasscom-recommendations-data-centre-policy.pdf  
    NASSCOM: Recommendations for Data Centre Policy 

https://community.nasscom.in/sites/default/files/report/25264-nasscom-recommendations-data-centre-policy.pdf
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clearances needed to start a new busin ess operation in India through 

a singl e online portal. This platform provides the investors with 

information on pre -operations approvals required to commence a 

business. Currently, the portal has more than 560 approvals/licenses 

from across 28+ central min istries/departments and 

approvals/lice nses from across 14 States. The ministry -wise 

approvals , which are onboarded , are identified as most critical, critical , 

and non -critical. Invest India , under the guidance of DPIIT, is 

managing the Maadhyam (NSWS) project and is involved in onboarding 

various ministries and states on the portal. In addition, the NSWS will 

systematically integrate with existing State Single Window Systems as 

well. From the  portal , it can be seen that 45 approvals of the 

Department of Telecom and 19 approvals of the Ministry of Information 

and Broadcasting have been identified and are being integrated on the 

portal. Accordingly, there is a possibility that all the 

permission s/clearances required by Centre /States/UTs are listed and 

given through this portal.  

2.49  Apart from E oDB, Table 2 .2 summarizes  various other non -fiscal 

incentives  that some of the Indian States are offering. The  same are 

listed below:  

a. DC industries are classified under ESMA act  

b.  24x7 water supply, special provisions in building norms  

c. Open access system to purchase power, deemed distribution 

license, deemed franchise e status, 24x7 power supply , etc.  

d.  Exempt from inspections under factories, wages acts , etc.  

e. Preference in public procurement  

f.  Power and internet facilities to edge DCs  

g. Single -window approvals and permits for companies willing to 

establish captive firms  

h.  Special provisions in building norms  

i.  RoW provisions for laying OFC to and from DCs  

j.  Exempt from provisions of factories act; shops and commercial 

establishment act; labor act , etc.  
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k.  Waiving of import restrictions and duties on essential Data Centre  

operational equipment.  

 

Fiscal Incentives and Exemptions  

2.50  Establishing large Data Centre s in India would require a lot of 

investment. Data Centre  costs mainly consist of capital expenditure 

and operational expenditure : 

a. Capital Expenditures  (CapEx) are one -time constructional costs, 

land costs, investment towards infrastructure setup required to 

build the Data Centre , wages for construction workers, buying and 

installing the equipment required for processing and storage, 

cooling solution, power an cillaries, etc ., as part of greenfield rollout.  

b.  Operational Expenditures  (OpEx) involve recurring expenditure 

towards the continued operation of the Data Centre , including the 

cost of broadband connectivity, cost of power for equipment 

operation , as well as for cooling, repairs, and annual expenditures 

like wages for employees.  

2.51  In North America , it is observed that building costs in Californiaõs 

Silicon Valley and New Jersey remain high at $9.8/W. The market 

experts express that U.S. investment an d growth would become 

focused on lower -priced markets such as North Virginia ($8.4/W) , 

Texas ($7.7/W) , and Arizona ($7.6/W) 38 . In India, as well, the intra 

country differences in cost of building and maintaining a Data Centre  

would vary  widely across cities and states, which in turn would be 

instrumental in directing investment. The construction cost for an 

average DC in India is calculated at $6.0/W. Chennai ($4.9/W) and 

Mumbai ($5.0/W) boast lower building costs than most of the 

developed countries, however , the cost escalates multiple times for 

other parts of the country  (shown in figure 2.3 below) . It , therefore , 

 
38https://www.turnerandtownsend.com/en/perspectives/data-centre-cost-index-2020/  

The cost model includes equipment, construction labour, materials , etc. , and does not include any client direct 

costs, land purchase costs, utility works, groundworks, site works, active IT equipment, fibre cabling to support office 

fit outs or professional services fees.  

https://www.turnerandtownsend.com/en/perspectives/data-centre-cost-index-2020/
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becomes imperative to incentivize the DC players through various 

fiscal incentives.  

Figure 2. 3: Global comparison of Data Centre  Construction 

market  

 

                      (Source: Data Centre  cost index 2020 | Turner and Townsend ) 

2.52  Data C entre s incur one -time and recurring taxes that have a 

significant impact on long -term costs for any Data Centre . The capital -

intensive nature of a Data Centre  attracts relatively high sales taxes 

and property taxes. Moreover , electricity tariff, stamp duty charges, 

import duties on equipment sourced from outside India , and multi -

jurisdiction tax implications further impact Data Centre  costing. 

Friendly tax juri sdictions play a big factor in choosing a place for 

establishing a Data Centre  and complex tax jurisdictions do just the 

opposite. Tax incentives for building infrastructure for large Data 

Centre s and cloud services within the country should be allowed to 

encourage  data localization .  

2.53  In the US, several state Governments offer low property and sales tax 

rates on power infrastructure , equipment, and electricity to attract 

Data Centre s, subject to certain investment and employment 
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thresholds. Many countries i n one or other way are providing 

incentives/tax benefits to promote Data Centre  sector. Similarly , some 

states in India like Maharashtra, Telangana, Gujarat, and Andhra 

Pradesh have formulated their own state DC policies and are already 

providing considera ble incentives in their state -level policies. For 

instance, the Maharashtra Government announced the GST refund for 

a maximum period of 10 years for the companies that participate in 

the development of integrated facilities. Similarly, the Andhra Pradesh 

Government announced a 50% reimbursement of SGST on the 

purchase of raw materials and equipment for three years from the date 

of approval of the project. Likewise interested players may be 

supported in the form of tax rebates wherever applicable. A  count ry-

wide data -centre -specific tax and duty incentive may be adopted to 

encourage investors to operate here.  

2.54  Table 2.2 also summarizes  various fiscal incentives that some of the 

Indian States are offering. These are listed below:  

1.  Power tariff subsidy at the rate of Re. òxó per unit for òyó years  

2.  òxó % reimbursement for electricity duty paid for òyó years 

3.  Electricity tariff ð power supply at industrial rates  

4.  Exemption from wheeling/transmission charges  

5.  Establish dual power grid networks, renewable energy under open 

access system, provide power at the cost of generation  

6.  Registered IT/ITES units shall be exempt from octroi/Local Body 

Tax (LBT)/entry tax/escort tax or any other cess  

7.  Allowing setting -up of IT/ITES units in any zone  

8.  Allotment of Govt. land based on eligibility criteria  

9.   Land provided at a subsidized cost OR òxó% land subsidies in 

specified regions  

10.  Property tax is levied at par with residential rates  

11.  Up to òxó% rebate on the building fees  

12.  Lease rental subsidy for eligible IT/IT ES units, at the scale of òxó 

sq. ft. per employee, for òyó years  
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13.  Capital subsidy @ òxó% of CapEx in buildings and 

infrastructure, excluding the cost of land or  capital subsidy of òxó% 

per DC unit  

14.  Interest subsidy up to INR òXXó crore per park or  interest  

subsidy @ òxó% for Micro and @òyó% for SME enterprises for òzó 

years  

15.  òxó% reimbursement of stamp duty, conversion fee, transfer 

duty and registration fee  

16.  VAT/CST/GST reimbursement for a period of òxó years 

17.  Patent assistance at the rate of òxó% reimbursement  

18.  Internet bandwidth subsidy: òxó% reimbursement of internet 

bandwidth/leased line charges per year per unit for òyó years  

In view of the aforesaid, the Authority would like to know the views of 

the stakeholders on the following questions.  

Q.1:  What are the growth prospects for Data Centre s in India? What are 

the economic/financial/infrastructure/other challenges being 

faced for setting up a Dat a Centre  business in the country?  

Q.2:  What measures  are required for accelerating growth of Data 

Centre s in India?  

Q.3:  How Data Centre  operators and global players  can be incentivized  

for attracting potential investments in India?  

Q.4:  What initiatives, as compared to that of other Asia Pacific 

countries,  are required to be undertaken in India for facilitating 

ease of doing business (EoDB) and promot ing  Data Centre s?   

Q.5:  What specific incentive measures should be implemented by the 

Central and/or the State Governments to expand the Data Centre  

market to meet the growth demand of Tier -2 and Tier -3 cities and 

least focused regions? Is there a need of special incentives for 

establishment of Data Centre s and disaster recovery sites in Tier -2 

and Tier -3 cities in India? Do justify your answer with detailed 

comments.  
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Data Centre  Parks  

2.55  Data Centre  parks  are specialized secure Data Zone, strategically 

located with the most conducive non -IT and IT infrastructure, and 

regulatory environment for housing  a mix of small scale/large scale 

clusters of Data Centre s to serve the high needs of compute, storage, 

net working, and provision of a wide range of data -related services 39 . 

To encourage expansion, a solid strategy  for Data Centre  parks is 

required. The Indian Government intends to encourage the private 

sector to build Data Centre  parks in major metropolitan cities, 

preferably semi urban areas. Data Centre  parks are needed to provide 

capacity for hyperscale investme nts in India. Fu rthermore, to increase 

the country's technological comprehensiveness, a focus on building 

Disaster Recovery (DR) Data Centre  infrastructure, edge Data Centre s 

in Tier -2 and Tier -3 cities needs to be prioritized.  The Government has 

been promoting the establ ishment of Data Centre s even before the 

COVID -19 outbreak and as a fallout of it, various state administrations 

across the country have established their own technology parks. They 

in -turn, invite Data Centre  operators and charge a fee to lease the 

space w ith electricity and other basic amenities.  The Uttar Pradesh 

Government plans to develop a Data Centre  park which will be set up 

near Greater N OIDA .  Another entity in this space has signed an MoU 

with the Government of Tamil Nadu to set up  a Data Centre  Park in 

Chennai. Similarly, the And hra Pradesh government has accorded 

clearance to set up an Integrated Data Centre  Park, Integrated IT and 

Business Park, and Recreation Centre in Visakhapatnam.  

Q.6:  Will creation of Data Centre  Parks/ Data Centre  Special Economic 

Zones provide the necessary ecosystem for promoting setting up 

of more Data Centre s in India?  What challenges are 

anticipated/observed in setting up of new Data Parks/ zones? 

 
39 https://www.meity.gov.in/writereaddata/files/Draft%20Data%20Centre%20Policy%20-%2003112020_v5.5.pdf  

https://www.meity.gov.in/writereaddata/files/Draft%20Data%20Centre%20Policy%20-%2003112020_v5.5.pdf
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What facilities/additional incentives should be provided at these 

parks/ zones? Do give justification.  

Data Centre  ð Standardization  

2.56  The maintenance of minimum standards for Data Centre s are essential 

for operation and for  establishing trust with end -users by ensuring a 

basis for QoS requirements . These standards become even more 

significant to maintain DC for third -party storage centres. There are 

multiple standards that Data Centre s across the world comply with for 

both i nfrastructure and  QoS. Presently , there are no guidelines for 

minimum or specific design requirements and standards that are 

required for ensuring data integrity, data safety , etc. , which is crucial 

for DCs. This section looks at enabling feasible regulati ons and 

standards for Data Centre s operating in India.  

I.  Standards and Certificates  

2.57  The most common standards are ISO 27000, PCI DSS, HIPAA, TIA 942 , 

or AICPA SOC. These international standards have been developed, 

updated as necessary, and tested for many years by experts from 

different industries and geographies. They have proven to be an 

effective way to ensure data protection. The standards were de veloped 

with the help of manufacturers, end -users, consultants , and 

architects, according to IEEE. The standards largely specify the 

telecommunications standards for Data Centre s and other similar 

facilities by standardizing cabling specifications and layo ut.  

2.58  The ANSI/TIA -942 standards also specify design elements such as the 

designated spaces to be maintained, the cabinets required for 

equipment, floor layouts , and site selection processes. TIA -942 Data 

Centre  Standards describe the requirements for the Data Centre  

infrastructure in a thorough, quantifiable manner under four levels 

(called tiers) of Data Centre s, which are specified in Annexure I . Akin 

to ISO, TIA does not itself provide any certification services and nor 

does it empanel any auditors to do so. Independent auditors can be 
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used to certify these standards many of which are already doing so 

domestically. The usual re -certification period for Data Centre s is 3 

years.  

2.59  Quality of service standards are also specified by the Uptime Institute , 

which classifies Data Centre s into tiers based on uptime percentage in 

a year ( Annexure I ). They define QoS based on the time that a Data 

Centre  is unable to provide services to its customers by allowing them 

to access the data stored at the centre. There  are a set of other 

associated standards that are recognized in India that Data Centre s 

can comply with. These include ISO 9001 standards on quality 

management, ISO 14001 standards on environmental performance 

enhancement and OHSAS 18001 standards on occup ational health 

and safety management. Certification for these standards can be 

obtained from several private organizations that independently audit 

and certify compliance.  

2.60  Major IT/telecom/networking products being used across Data Centre  

markets are prim arily based on global standards. Harmonization of 

these standards to work across the Data Centre  markets is critical. 

India being a large and open market for DC launch, it may therefore 

be necessary that minimum standards for Data Centre  operations 

should exist considering the local needs. Countries like Germany and 

Mexico have defined their independent DC standards and tiers, which 

also provide tier certifications. It can be argued that i n India too, 

independent DC standards  can be adopted , which will spec ify the 

minimum quality and safety requirement/provisions to minimize 

chances of any disruption. Thus , the re can be a case f or 

standardization and certification in form of the Indian national 

standards. Besides , there is a need for a testing and certification 

framework for hardware equipment as well as the software used in 

Data Centre  facilities. Additional steps can be taken to form a body 

that can coordinate for training, certification, and standards. The 

Government can consider adop ting the discussed global standards for 

certifying Data Centre  operations to clear any ambiguities in the form 
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of impact on the ease of doing business. This will make it easier to 

confer benefits, tax incentives, exemptions, and security requirements 

upon Data Centre s. 

2.61  A list of certifications from both national and international bod ies can 

be spelt out  for the operation of a Data Centre s in India. Independent 

Energy and Security auditors can also  monitor Data Centre  

operations.  

II.  Data Centre  Building norms  

2.62  Data Centre  buildings are unique in many aspects: they require less 

parking space and have a higher roof height of 5m and above (as they 

need to stack large generators and large diesel tanks). The 

Telecommunications Industry Association (TIA), a trade association of 

USA accredited by ANSI (American National Standards Institute) and 

BICSI (Building Industry Consulting Service International) , specifies 

the requirement of DC standards and design. In general, core sites 

have build ings for the installation of indoor rack line -ups as defined 

by TIA, BICSI, and other data -centre -centric standards. In India, the 

National Building Code of India (NBC 2016) do es not recognize ôData 

Centreõ as a separate category. In absence of separate building norms, 

DCs have to follow commercial office building norms. This 

unnecessarily raises costs as various requirements based on 

personnel presence that are relevant to other commercial buildings 

may not be relevant to Data Centre s. 

2.63  Many countries are e ither following the above DC standards or have 

defined their own independent DC standards (like Germany and 

Mexico). India too can  adopt independent DC standards , which will 

specify the minimum quality and safety requirement /provisions to 

minimize chances of any disruption. A standard Data Centre  building 

approval guideline across the country for  all the municipal 

corporations can  be helpful for Data Centre  compani es to build their 

pan -India plans without many variations and get the approvals of 

regional authorities within stipulated timelines.  
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2.64  Realizing that Data Centre s should be a separate category under 

National Building Code, draft policy of Meit Y on Data Centre s states 

òData Centre  buildings require different norms as compared to other 

offices/commercial buildings and therefore, there is a need for the 

creation of a separate category code for Data Centre s in the National 

Building Code of India (NBC 2016).ó MeitYõs policy further mentions 

that òAs an interim measure, M eitY shall collaborate with authorized 

Central Government bodies for drafting broad guidelines to be issued for 

Data Centre  buildings, facilitating specialized construction and safety 

approvals ó. 

 

Q.7:  What should be  the  draft broad  guidelines to be issued for Data 

Centre  buildings , so as to  facilitate specialized construction and 

safety approvals ?  

Q.8:  Is there a need to develop India -specific building standards for 

construction of Data Centre s operating in India? If yes, which 

body should be entrusted with the task? Do provide detailed 

justification in this regard.  

Q.9:  Till India -specific standards are announced, what standards 

should be followed as an interim measure?  

Q.10:  Should there be a standard -based certification framework for the 

Data Centre s? If yes, what body should be entrusted with the 

task?  

Q.11:  Should incentives to Data Centre s be linked to the certification 

framework?  

Making Data Centre  related equipment and products in India  

2.65  Meit Yõs policy inten ded to promote local manufacturing by 

encouraging the use of indigenous  hardware (IT as well as non -IT 

equipment) and software products used in the Data Centre s, thereby 

reducing the overall import burden of the country. Moreover, it aims 
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to strengthen the testing and certification framework for the Data 

Centre  ecosystem, including for the IT and non -IT equipment and 

software products pertaining to Data Centre s operations. One of the 

objectives of the policy includes strengthening the testing and 

certification framework for the Data Centre  ecosystem, including for 

the IT and non -IT equipment and software products pertaining to Data 

Centreõs operations, incentiviz ing global equipment manufacturers to 

set up manufacturing units of IT/ non-IT components in India, catering 

not only to local demands but also for export purposes.  

2.66  The Authority previously submitted recommendations on òPromoting 

Local Telecom Equipment Man ufacturingó in August 2018 that would 

enable the Indian telecom equipment manufacturing sector to 

transition from an import -dependent  sector to a global hub of 

indigenous manufacturing. The objective of the recommendations was 

to help achieve Net Zero tele com imports by 2022 in the country and 

to have a strategic interest in the domestic manufacturing of telecom 

equipment.  

2.67   The Authority is separately working on further recommendations that 

can be proposed to the Government for boosting local ICT equipment 

manufacturing , and therefore , this aspect has not been covered under 

this consultation paper.  

Disaster Recovery (DR)  

2.68  A disa ster recovery (DR) site is a facility that any organization can use 

to recover and restore its infrastructure and operations when its 

primary Data Centre  becomes unavailable . Most of the data -based 

companies carefully plan and decide about what kind of DR site they 

require, its location , and a balance of costs against any risks. Since 

operational disruption is a risk for the operatives, the DR site should 

always be chosen taking into consideration the weather patterns, 

seismic risk profile, capability of th e ground to withstand the 

foundations , and other natural phenomenon.  
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2.69  The two fundamental DR site options are: internal and external. A Data 

Centre  company itself sets up and maintains an internal site , while an 

external site is maintained by an outside provider. Companies with 

large information requirements and aggressive recovery time objectives 

are more likely to use an internal DR site. The internal site is typically 

a secondary DC and allows a compa ny to recover and resume 

operations following a disaster at the primary DC. But this secondary 

physical DR site involves investments in additional DC space, 

connectivity , and servers. This leads to additional OpEx pertaining to 

power, cooling, site mainten ance, and manpower requirements.   

2.70  External DR sites are cost -effective where an outside provider owns 

and operates an external DR site. External site options are hot, warm , 

and cold sites:  

a. At a hot site , an organization has access to a fully functional DC 

with hardware and software, personnel , and customer data, and is 

ready to operate in the event of a disaster.  

b.  A warm site  is an equipped DC but does not have customer data. 

Additional equipment is installed to introduce customer data when 

a d isaster occurs.  

c. A cold site  has the infrastructure to support IT systems and data, 

but no technology until an organization activates DR plans and 

installs the equipment.  

2.71  There can be various disaster scenarios , as shown in Figure 2.4 for 

which the companies and organizations should be prepared 

beforehand. The outages can range from a simple application failure 

to the disaster of the whole Data Centre . Data Centre  operators in the 

northern part of India are running into new challenges posed by the 

impact of earthquakes and frequent seismic activity. It is worth noting 

that seismic activity is a concern for anyone building a new DC in 

northern and northeast regions. Disaster Management is one of the 

top priorities for all organizations t o lay specific emphasis while 

choosing building designs, location , and standards for a Data Centre . 
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Disaster mitigation plans should include provisions to address 

earthquakes, floods, tsunamis , or any other 

natural/technological/man -made disasters  for the setting up of Data 

Centre s.  

Figure 2. 4: Types of Disasters  

 

 

 

 

2.72  While setting up a new DC, the site should be as protected and made 

resilient as possible , and secondly, the Data Centre s require sufficient 

server capacity to ensure a high level of operational performance and 

allow to scale up or scale -out, depending on the requirement. 

Considering these factors, external DR sites for setting up hot sites 

that are fully functional DCs and are ready in the event of a disaster 

can be given thought as a feasible and low -cost option for exp anding 

DCs in non -crowded regions in the country. The hot sites for disaster 

recovery provide virtual machine snapshots of physical or virtual 

servers from the primary Data Centre  and also functions as a fully 

operational independent Data Centre .  

2.73  As inferred from Table 2.1, the vast majority of Data Centre s are 

currently located in Tier 1 metropolitan areas however, the shrinking 

of the land bank and the increasing pressure on the power supply is 

making Tier -1 cities a difficult proposition to buil d and maintain Data 

Centre s. The internet , on the contrary , has opened the world to Tier 2 

and Tier 3 city dwellers. Better network s and affordable tariffs have 

made them devour the online world.  This has prompted a rise of new 

locations for disaster recovery and edge Data Centre s in Tier 2 and 3 

cities where data consumption is growing. To ignite growth engines in 

India, it is needed to consider locating the external DR sites for Data 

Centre s largely in Tier -2 and Tier -3 cities , while comprehending 

Natural disasters  

(Hurricanes, 

earthquakes, floods, etc.)  

 

Technological  

(Chemical releases, 

power outages, etc.)  

 

Man -made disasters  

(Cybercrime, human error, 

terror attacks, etc.)  

terror attacks,| etc.)  
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demographic advantages. There appears to be a tremendous promise 

in Tier -2 and Tier -3 areas depending on factors such as low land costs 

and labour expenses , and manpower requirements, amongst other 

things. Hosting Data Centre s and DR sites in Tier -2 and Tier -3 cities 

meet the demands of disaster management and a possible way for 

expansion of Data Centre  market in low priority states of India coupled 

with deeper  penetration of optical fibre and internet in unserved and 

underserved areas. Accordingly, Authority has already sought the 

views of stakeholders on required incentives for promoting 

establishment of Data Centre s and disaster recovery setup in Tier -2 

and Tier -3 sites in India  in Question 5 above . 

Disaster Recovery standards  

2.74  ISO 22301 covers the continuity of business as a whole, considering 

any type of incident as a potential disruption source (e.g., pandemic 

disease, economic crisis, natural disaster, etc.), and using plans, 

policies, and procedures to prevent, react, and re cover from 

disruptions caused by them. These plans, policies, and procedures can 

be classified into  two main types: those to continue operations if the 

business is affected by a disruption event and those to recover the 

information and communication infras tructure if the ICT is disrupted.  

2.75  ISO 27031 is a tool to implement the technical part of ISO 22301, 

providing detailed guidance on how to deal with the continuity of ICT 

elements to ensure that the organizationõs processes will deliver the 

expected result s to its clients. ISO Standard 27031 is focused on the 

information and communication s technology (ICT) requirements for 

business continuity and disaster preparedness. ISO 27031 includes 

both crucial data security and enterprise operations of an organizatio n 

or business.  

2.76  Since Data Centre  players already provide disaster  recovery site 

planning depending on the type of data handles, uptime required ,  

customer insistence and technical standards ,  the Authority has not 

specifically dealt with the aspect in this consultation paper. However, 
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stakeholders may bring out any specific issue in this regard if they so 

desire.  

Q.12:  Are there any specific aspect s of the disaster recovery standard 

in respect of Data Centre s that needs to be addressed?  If so , then  

provide complete details  with justification .  

Data Centre  Security  

2.77  Data Centre  facilities hold confidential information or proprietary 

information and hence must be both physically and digitally secure. 

Compliance and security  are top priorities to guarantee that data is 

protected in a Data Centre . Everything from networks and power  

generators to the physical infrastructure should be designed and 

installed , keeping the Data Centre  security standards in mind.  

2.78  Physical security of a Data Centre  comprises various kinds of built -in 

safety and  security features to protect the premises and thereby the 

equipment that stores critical data for multi -tenant applications.  The 

most optimal and strategic way to secure a Data Centre is to manage 

it in terms of layers (Figure 2.5). Layers provide a struc tured pattern 

of physical protection, thus making it easy to analyse a failure.  

2.79  Figure 2.5: Four layers of Data Centre physical security  
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2.80  The security measures can be categorized into four layers:  

First layer of protection (Perimeter security):  The first layer of 

Data Centre security is to discourage, detect, and delay any 

unauthorized entry of personnel at the perimeter. This can be 

achieved through a high -resolution video surveillance system, 

motion -activated security lighting, fiber -optic cab le, etc.  

Second layer of protection (Facility controls ): In case of any 

breach in the perimeter monitoring, the second layer of defense 

restricts access. It is an access control system using card swipes or 

biometrics.  

Third layer of protection (Computer room controls):  The third 

layer of physical security further restricts access through diverse 

verification methods, including monitoring all restricted areas, 

deploying entry restrictions such as turnstile, providing VCA, 

providing biometric access control  devices to verify finger and thumb 

prints, irises, or vascular pattern, and using radio frequency 

identification.  

Fourth layer of protection (Cabinet controls) : The first three layers 

ensure entry of only authorized personnel. However, further security 

to restrict access includes cabinet locking mechanisms. This layer 

addresses the fear of an òinsider threat,ó such as a malicious 

employee. After implementing the first three layers well, cabinets 

housing the racks inside the computer room also need to be p rotected 

to avoid any costly data breach.  

2.81  For the safety and security of the premises, factors ranging from 

location selection to authenticated access of the personnel into the 

Data Centre  should be considered, monitored, and audited vigorously. 

To preven t any physical attacks, the following need to be considered:  

a. likelihood of natural disasters such as earthquakes, risk of flooding, 

proximity to high -risk industries in the area, etc. Some of these 

risks could be mitigated by barriers or redundancies in th e physical 

design of Data Centre . 
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b.  availability of network carrier, power, water, and transport systems . 

c. an access control system with an anti -tailgating/anti -pass -back 

facility to permit only one person to enter at a time . 

d.  a single -entry  point into the facility.  

2.82  Software security involves techniques to prevent unauthorized access 

to the data stored on the servers.  

2.83  The standards that make up the ISO/IEC -27000 series are a set of 

standards created and managed by  the International Organizat ion for 

Standardization  (ISO) and the International 

Electronic  Commission  (IEC). ISO/IEC -27000 òprovides an overview of 

information security management systemsó and first published in 

2009, was updated in 2012, 2014, 2016 , and  2018. 40  

2.84  The 27000 series are aimed at establishing good practices in relation 

to the implementation, maintenance , and  management  of the 

Information  Security Management System  (SGSI) or by its name in 

Information Security Management System (ISMS). These guidelines 

aim to establish best practices in relation to different aspects related 

to information security manageme nt, with a strong focus on 

continuous improvement and risk mitigation. ISO 27000 is comprised 

of six parts outlining the requirements for certification, guidelines for 

achieving the requirements, and guidelines for accrediting 

organizations. The standard p rovides many useful recommendations 

for companies seeking certification as well as those merely interested 

in improving their security.   

2.85  In view of concerns over national security, the government has 

mandated that Internet service providers (ISPs) must purchase 

equipment approved by it.  As part of the aforementioned security 

concerns, DoT in this regard had also amended its License Agreements 

in March 2021 and National Cyber Security Coordinator (NCSC) has 

been appointed as the nodal agency by the govern ment for all ISPs to 

 
40 https://www.iso.org/standard/73906.html  

https://www.iso.org/standard/73906.html
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provide information as and when sought. NCSC  has also been tasked 

to notify a list of trusted procurement sources along  with the 

equipment that do es not pose any threat to Indiaõs national security.  

Data Centre  Audit  

2.86  Internal audits at Data Centre s check the implemented systems and 

processes. An external audit is used to check the commitment of 

internal audits. Audits should check for any vulnerabilities in the Data 

Centre  facilities that are provided to ensure securit y. As an outcome of 

the audit checks, any facility requiring extra protection should receive 

additional security. There are also standards that Data Centre s need 

to meet. Some of the standards are ISO 27001, ISO 20000 -1, or SOC 

1 Type 2, SOC 2 Type 2, and SOC 3. Also, it is important to conduct a 

risk assessment study in compliance with standards and implement 

appropriate security controls to ensure the overall security of a Data 

Centre . A security audit and certification boost the confidence of 

entities in  a Data Centre  for hosting their data there. Such a 

framework can help in making India a favorable destination for hosting 

International Data Centre s.  

Q.13:  Whether trusted source procurement should be mandated for Data 

Centre  equipment? Whether Data Centre s sh ould be mandated to 

have security certifications based on third -party Audits? Which 

body should be entrusted with the task? Should security 

certifications be linked to incentives?  If so, please give details 

with justifications.  

Fibre Connectivity  

2.87  High -quality fiber connectivity is a must requirement for Data Centre  

operations as they run critical applications that need 24x7 

uninterrupted connectivity to store and distribute the data. That is 

why DCs are generally constructed in areas w ith dense fiber networks 

that can connect them to reliable and high bandwidth internet access 

components. Good network connectivity is playing key criteria in 
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deciding the site for a DC construction in India , and thereby majority 

of the Data Centre s are co ncentrated in Tier -1 cities like Mumbai, 

Chennai, and Hyderabad.  

2.88  As newer Data Centre s are constructed, and the utilization of optical 

fiber cable grows, more capital expenditures on the creation of new 

fiber infrastructure will be required. The development of proper 

connectivity could thus enhance the establishment of Data Centre s. 

As the  average broadband speed in India is very low and uneven across 

cities, this affects the performance (QoS) of the Data Centre s. Lack of 

access to quality broadband and capacity restrictions of the fiber and 

cable is the critical challenge faced by many clo uds and DC service 

players.  

2.89  The Data Centre  provider needs to offer seamless and scalable fibre 

connectivity between the infrastructure of enterprises and between the 

two or more Data Centre  buildings. In India, the state of intercity and 

intracity fibre networks are far from what exists in other d eveloped 

countries. Data Centre  providers or Cloud Service Providers or CDN 

providers presently are forced to procure generic network connectivity 

services from local TSPs. This is problematic because traditional 

networks operated by TSPs are principally d esigned for voice or public 

data services, such as IP services. They are not suitable for many new 

services, which require very high bandwidth availability and low 

latency for extremely high amounts of data. Achieving these outcomes 

using TSP services is e specially difficult given Indiaõs vast geography 

and relatively limited existing technology infrastructure and 

broadband connectivity speeds.  The Authority in its 

recommendations 41 on òDelivering Broadband Quickly: What do we 

need to do?ó in 2015, has issued a list of action points to facilitate a 

ôHost in Indiaõ campaign in the spirit of ôMake in Indiaõ:   

a.  òThe Government needs to encourage local and foreign companies to 

build ôData Centre  Parksõ on the lines of industrial parks, SEZs, etc., 

 
41https://trai.gov.in/sites/default/files/Broadband%3D17.04.2015.pdf 

https://trai.gov.in/sites/default/files/Broadband%3D17.04.2015.pdf
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by providing them land, infrastructure and uninterrupted power 

supply at affordable rates.ó 

b. òPresently, telecom companies are subject to license fee on Data 

Centre s, but non -telecom companies are not. The anomaly needs to 

be addressed at the earliest.ó 

c. òAdequate policy initiatives for attracting global content hosting 

should be formulated. The global data hosting , which does not 

pertain to India , should be kept beyond the purview of Indian laws.ó 

Recently, TRAI in its Recommendations on òRoadmap to Promote 

Broadband Connectivity and Enhanced Broadband speed ó dated 31st  

August 2021  has recommended for action/ measures for creat ion of 

robust Digital Communications infrastructure creation as stated below:  

a.  Creation of National RoW Portal to overcome the issues of RoW 

permissions for telecom infrastructure as well as for other essential 

utility services.   

b. Incentivize establishment of common ducts and posts, to be shared 

on non -discriminatory basis with service providers and 

infrastructure providers.  

c. Establish a central entity, ôCommon Ducts and Posts Development 

Agency (CDPDA)õ for planning and development of common ducts and 

posts infrastructure across the country, on non -exclusive basis.  

d.  Mandates co -deployment of common ducts during the construction of 

any roadway, railway, water pipelines, and gas pipelines receiving 

public funding.  

e. To facilitate the sharing of passive infrastructure such as ducts, 

optical fibers, posts, etc., all the passive infrastructure available in 

the country should be mapped by ea ch service provider and 

infrastructure provider using Geographic Information System (GIS). 

The Telecom Engineering Centre  (TEC) should notify the standards 

for this purpose.  

f. Establishment of e -marketplace(s) on common GIS platform to 

facilitate leasing an d trading of passive infrastructure.  
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Access to Dark Fibres  

2.90  Dark Fiber is an existing optical fiber line that is not in use currently 

and can be used to create a privately operated optical fiber network. 

The need for greater network connectivity and faster performance puts 

demand pressure on existing telecom infras tructure, thus increasing 

the value of unutilized dark fiber as an alternative option for Data 

Centre s. Over the past year, dark fiber has become a hot commodity, 

as cloud computing platforms seek more network capacity to deliver 

data across their massive Data Centre  campuses. Globally, several  

companies have targeted this opportunity by deploying new dark fiber 

routes to connect major Data Centre  hubs.  

2.91  Indian Data Centre s may use dark fiber to overcome degraded network 

performance. Though expensive, these avoid latency, provide greater 

bandwidth, stability, and security. However, a dark fiber network is 

considered telecom infrastructure and can only be accessed through a 

licensed partner. In India dark fiber can be acquired through IP -I 

registration , and th e license holder , i.e., the Telecom Service Provider 

has the authority over dark fiber for sale or lease or share to the 

interested agency based on agreements. Consequently, companies who 

want to operate Data Centre s should undergo commercial agreements 

with TSPs, even if the service s they provide are of non -telecom 

connectivity. Moreover, services provided by TSPs are significantly 

expensive , which substantially increases Data Centre  costs. Attracting 

investments and promoting competition in this segment is , therefore , 

a challenge. T he entities like Data Centre s providers can  be allowed to 

construct, operate, and efficiently manage their own captive optical 

fiber networks.  

International connectivity  

2.92  Some of the biggest enterprise Data Centre  developersñGoogle, 

Facebook, Microsoft, and Amazon ñnow are also major investors in 

new submarine cables. The amount of capacity deployed by these 

providers has outpaced internet backbone operators in recent year s. 
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These Data Centre s/content providers accounted for less than 10% of 

cable capacity prior to 2012, but their share of total capacity surged 

to 66% in 2020 42 . Submarine cables connect the digital economy 

across the world. If Data Centre s are the heart of the digital economy, 

then submarine cables are the arteries of modern connectivity. These 

cables terminate in the country through  cable landing stations (CLS). 

Access to submarine CLS is an essential input for services requiring 

international connectivity. As of December 2020 , there are 17 under -

sea cables landing in 15 cable landing stations in 5 cities across 

India 43 . Mumbai and Chennai have the maximum concentration of 

such landing points. The cables connect Mumbai and Chennai to 

various strategic cities in South and Southeast Asia, the Middle East, 

Africa , and Europe. Given the higher cost of pulling the cable inland, 

these two cities re main the favourites for most operators  to locate their 

initial Data Centre s. Hence, Mumbai and Chennai, which have a fair 

share of existing and upcoming landing stations, wi ll be the preferred 

locations for future supply also. The non -availability of subma rine 

cables and fiber networks for international connections is the main 

drawback for the companies not establishing DCs in the north, central , 

and northeast regions.  

Q.14:  What regulatory or other limitations are the Data Centre  

companies facing with regards to the availability of captive fiber 

optic cable connectivity , and how is it impacting  the Data Centre  

deployment in the hinterland? How can the roll ing out of captive 

high -quality fiber network s be incentivized, specifically for 

providing connectivity to the upcoming Data Centre s/data parks? 

Do justify.  

Q.15:  What are the necessary measures required for providing 

alternative fiber access (like dark fiber) to the Data Centre  

 
42 https://blog.telegeography.com/2021-submarine-cable-map  
43 https://www.submarinenetworks.com/stations/asia/india  

https://blog.telegeography.com/2021-submarine-cable-map
https://www.submarinenetworks.com/stations/asia/india
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operators? Whether captive use of dark fiber for DCs should be 

allowed?  If so,  please justify.  

Q.16:  What are the challenges faced while access ing  international 

connectivity through cable landing stations? What measures , 

including incentive provisions , be taken for improving the reliable 

connectivity to CLS?  

Access to Power and water  

2.93  The most important and often overlooked criteria when selecting a DC 

facility or colocation provider when evaluating DCs is power. Data 

Centre  market demand and supply is often measured in terms of 

electricity absorption and consumption , respectively, spec ifically in 

Kilowatts (kW) and Megawatts (MW). The growing importance of power 

is remaking the business of leasing DC space, with megawatts 

(indicating IT power load) replacing square feet as the primary 

benchmark for real estate deals.  

2.94  Indiaõs Data Centre  capacity is expected to grow from 375 MW in H1 

2020 to 1,078 MW by 2025 44 , presenting a USD 4.9 billion investment 

opportunity  (refer figure 2.6 below) . Mumbai is expected to garner a 

significant share of this impending opportunity owing to its exis ting 

Data Centre  infrastructure, followed by Chennai and Hyderabad. 

Indiaõs sustainable growth is being challenged by the increased energy 

consumption of DCs , and with the IT activities, the energy challenges 

are bound to increase.  

Figure 2. 6: Distributio n of USD 4.9 bn Greenfield investments by 

2025  

 
44 https://www.jll.co.in/content/dam/jll-com/documents/pdf/research/apac/india/jll-re-imagine-data-centres-
running-india-s-digital-economy-h1-2020.pdf  

https://www.jll.co.in/content/dam/jll-com/documents/pdf/research/apac/india/jll-re-imagine-data-centres-running-india-s-digital-economy-h1-2020.pdf
https://www.jll.co.in/content/dam/jll-com/documents/pdf/research/apac/india/jll-re-imagine-data-centres-running-india-s-digital-economy-h1-2020.pdf
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(Source: JLL Research)  

2.95  Despite making remarkable progress in electricity distribution over the 

years , India still faces challenges in meeting its growing power 

demand . In FY 2020 -21, the country's energy supply deficit stood at 

1,441 MU. 45  The reliable supply remains low in the country with 

unstable grid connectivity in many parts. Rural areas in many 

northern and eastern states typically receive less than 20 hours of grid 

supply. 46  The average daily supply in urban areas (22 hours) is longe r 

by a couple of hours than in rural areas (20 hours) , with an overall 

average of 20.6 hours of power suppl y from the grid per day due to 

which Mumbai is a preferred location for most of the DC vendors, with 

the presence of multiple Power Generation companies offering services. 

The power issues must be expeditiously sorted out to skyrocket the 

DC expansion in all the cities.  

2.96  Power ex penses : The power supply alone, with approx. 50 %-60% of 

the total operating cost  creates the largest cost heads for a DC 

business. The power and cooling segment of the Indian Data Centre  

power and cooling market is expected to reach $1,065.5 million by 

2025, growing at a CAGR of 9.4% during the forecast period 2019 ð

 
45 https://powermin.gov.in/en/content/power-sector-glance-all-india  
46 https://www.ceew.in/publications/state-electricity-access-india  
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2025 47 . Further , th e integration of renewable energy into the power 

grid is fundamental for improving the sustainability of Data Centre s 

but causes significant challenges for grid management that will 

possibly increase the operational costs in near future.  

  Provisioning of Power tariffs and subsidies  

2.97  Considering the power deficiency situation that exists in various parts 

of the country, the establishment of dual power grid networks to 

ensure uninterrupted quality supply of electricity to the Data Centre  

is required. Additional power generation capabilities through captive 

power sources such as solar and wind farms should be installed to 

supplement power sourcing.  

2.98  In India , the majority of Data Centre s are in Maharashtra, Karnataka, 

Tamil Nadu, Telangana , Uttar Pradesh , and New Delhi. The State 

Governments have already laid down power tariffs and subsidies, and 

this has become instrumental for DC õs growth. Table 2.2 lists some of 

the initiatives taken by State Governments in respect of power 

availability and tariffs for incentivizing the DC players.  

2.99  Given the significant consumption of fuel by backup power sources 

such as generator sets, fuel subsidies to the eligible players will 

improve the Data Centre  foundation in rural and Tier -2 cities and 

divert the concentration of Data Centre s in already crowded Tier -1 

cities. Certain Data Centre  companies have shown an interest in 

funding research on renewable -energy -based solutions for Data 

Centre s. For example, companies like Netmagic are experimenting with 

renewable energy for bundling or part -powering their units. Energy or 

duty tax may be exempted to benefit the industry in a situation where 

many outsourcing companies are experimenting with renewable 

energy for bundling or part -powering their units.  

 
47 https://www.researchandmarkets.com/reports/4866498/indian-datacenter-power-and-cooling-
market?utm_source=dynamic&utm_medium=GNOM&utm_code=zs68sm&utm_campaign=1345565+-
+India+Datacenter+Power+and+Cooling+Market+Outlook+2019-2025+-
+Growing+Demand+for+IaaS%2c+SaaS%2c+and+PaaS+Among+Organizations&utm_exec=joca220gnomd  

https://www.researchandmarkets.com/reports/4866498/indian-datacenter-power-and-cooling-market?utm_source=dynamic&utm_medium=GNOM&utm_code=zs68sm&utm_campaign=1345565+-+India+Datacenter+Power+and+Cooling+Market+Outlook+2019-2025+-+Growing+Demand+for+IaaS%2c+SaaS%2c+and+PaaS+Among+Organizations&utm_exec=joca220gnomd
https://www.researchandmarkets.com/reports/4866498/indian-datacenter-power-and-cooling-market?utm_source=dynamic&utm_medium=GNOM&utm_code=zs68sm&utm_campaign=1345565+-+India+Datacenter+Power+and+Cooling+Market+Outlook+2019-2025+-+Growing+Demand+for+IaaS%2c+SaaS%2c+and+PaaS+Among+Organizations&utm_exec=joca220gnomd
https://www.researchandmarkets.com/reports/4866498/indian-datacenter-power-and-cooling-market?utm_source=dynamic&utm_medium=GNOM&utm_code=zs68sm&utm_campaign=1345565+-+India+Datacenter+Power+and+Cooling+Market+Outlook+2019-2025+-+Growing+Demand+for+IaaS%2c+SaaS%2c+and+PaaS+Among+Organizations&utm_exec=joca220gnomd
https://www.researchandmarkets.com/reports/4866498/indian-datacenter-power-and-cooling-market?utm_source=dynamic&utm_medium=GNOM&utm_code=zs68sm&utm_campaign=1345565+-+India+Datacenter+Power+and+Cooling+Market+Outlook+2019-2025+-+Growing+Demand+for+IaaS%2c+SaaS%2c+and+PaaS+Among+Organizations&utm_exec=joca220gnomd
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Promoting Green Data Centre s 

2.100  In Europe, there is the climate -Neutral Data Centre  pact , which has 

the goal of making Data Centre s climate -neutral by 2030 as part of the 

European Green Deal, a law that aims to make all the European Union 

Climate -neutral by 2050. Green Data Centre s are the modern -day 

Data Centre s that can keep emissions low. For India , it plays a more 

important role , since Ind ia suffers  due to the energy and water crisis. 

Most big Data Centre s could slash their greenhouse gas emissions by 

switching to efficient, off -the -shelf equipment , and improved energy 

management. The green Data Centre s need to be brought to a strong 

place in the country. Tulip Telecom, a green, energy -efficient, and 

cloud -ready Data Centre  that was built by IBM in just nine months , is 

a clear example that this is not a hindrance with green technology in 

place.  

2.101  The pus h towards Green Data Centre s has been a combination of 

incentives provided for Data Centre s that use energy -efficient 

mechanisms, certification for voluntary standards that give businesses 

a better selling point, and environmental requirements mandated by 

the Governments. There is a fine balance maintained in most countries 

across the three approaches to ensure that Data Centre s become 

environmentally efficient without greatly increasing the burden of 

compliance and diminishing the ease of doing business.  

2.102  The incentive -based program has been successful in several  countries 

in reducing energy usage and develop ing  renewable energy solutions 

for powering the Data Centre  industry. In US, companies get a tax 

break of nearly $2 per square foot for buildings that save at least 50% 

of the heating and cooling energy of a system , or a building that meets 

standards specified by the Government 48 . Additionally, the US 

administration has extended 30% tax incentives for facil ities 

researching in or using certain renewable energy sources. The UK 

provides a variety of rebates on the purchase of equipment for the 

 
48 https://www.energy.gov/eere/buildings/tax-incentives-energy-efficiency-upgrades-commercial-buildings 

https://www.energy.gov/eere/buildings/tax-incentives-energy-efficiency-upgrades-commercial-buildings


   
 

68 
 

usage of renewable energy in Data Centre s. The Malaysian 

Government 49  is also providing tax exemptions of up to 100% on 

capital expenditure for companies that undertake Green Data Centre  

projects.  

2.103  There should be a Government initiative to promote green technology - 

enabled DCs. The DC players interested  in setting up Green Data 

Centre s can be given supplementary benefits like easy approvals and 

permits, ease of restrictions in availing existing renewable energy 

resources, buying renewable energy through open access , or invest ing  

in renewable energy power plants. Several criteria can be used to 

incentivize energy savings and green energy at Data Centre s. These 

include cooling optimization by the creation of Data Centre s in 

naturally cooled regions, using or investing in research on renewable 

energy resources for Data Centre s, and Data Centre s designed on 

green computing principles that use natural cooling and natural light 

in addition to having low energy requirement s processes. The naturally 

cooled regions in India wh ich remain vastly unexplored for Data Centre  

ventures are the best -suited alternatives for greenfield rollout owing to 

their low CapEx and OpEx and relatively lesser land cost, cheap 

labour, low water -based cooling requirements , and abundance of 

opportunit ies for investment in renewable energy power plants for 

powering Data Centre s.  

2.104  There are certifications for green Data Centre s that can be obtained 

from several  agencies that are used around the world. The LEED 

(Leadership in Energy and Environmental Desi gn) certification is an 

important certificate for green buildings that are used in multiple 

countries and was developed by the US Green Building Council. In 

India, the Indian Green Building Council (IGBC), a part of the 

Confederation of Indian Industry (CI I) gives certification to companies 

wishing to obtain a LEED certificate. In addition to this, the IGBC also 

has a Green Data Centre  certification, which looks specifically at Data 

 
49 https://taxsummaries.pwc.com/malaysia/corporate/tax-credits-and-incentives 

https://taxsummaries.pwc.com/malaysia/corporate/tax-credits-and-incentives
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Centre s and uses multiple criteria for adjudging efficiency. These 

certifications can be used as a criterion for providing tax breaks and 

are important for Data Centre s to attract business as well.  

2.105  Renewable Energy Certificates (RECs) : Renewable energy 

certifica tes (RECs)  are tradable commodities that are purchased in 

voluntary markets and then retired/redeemed once that electricity is 

consumed. For every unit of electricity generated from renewable 

sources, a unique REC is created. RECs tend to be purchased in u nits 

of a 1-megawatt hour (MWh). Thus, a Data Centre  using 10,000 MWh 

(10 gigawatt -hours) of electricity in a year would need to purchase 

10,000 RECs to match that usage. The Renewable Energy Certificate 

Registry of India is managing all policies between s olar power 

companies and industries in India where consumption is very 

maximum, such as factories, manufacturing plants, etc. To promote 

green Data Centre s the DC investors can be allowed to buy power from 

large generating/distributing companies (DISCOMs) having RECs 

directly without any restrictions.   

2.106  Reliable access to Water : An enormous volume of water is required 

to cool high -density servers and data racks, which is making water 

management a growing priority for Data Centre  operators. A 15 -

megawatt Data Centre  can use up to 360,000 gallons of water a day , 

and as the scale in creases Data Centre , operators have to depend 

heavily on water supply 50 . Due to the huge computing power in Data 

Centre s containing hundreds of thousands of servers, in many 

designs, all the heat from those servers should be managed through 

cooling towers.  The water serves to cool the air as it enters the Data 

Centre . In the proc ess, however, some of the water evaporates and is 

lost. Thus, there is a need for a reliable, continuous source of water 

for these systems to be effective. This is the reason a Data Centre  

construction is feasible only when an adequate water supply is 

available  nearby.  

 
50 https://www.datacentreknowledge.com/archives/2012/08/14/data-centre-water-use-moves-to-centre-stage  

https://www.datacenterknowledge.com/archives/2012/08/14/data-center-water-use-moves-to-center-stage
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Q.17:  Is the extant situation of power supply sufficient to meet  the 

present and futuristic requirements for Data Centre s in India? 

What are the major challenges faced by Data Centre  Industry in 

establishment of Data Centre s in naturally cooled regions of 

India?  What are the impediments in and suggested non -

conventional measures for ensuring continuous availability of 

power to companies interested in establishing Data Centre s in the 

country?  What incentivization policy measures can be offered to 

meet electricity requirements for Data Centre s? 

Q.18:  Should certification for green Data Centre s be introduced in 

India? What should be the requirement , and which body may look 

after the work of deciding norms and issuing certificates?  

Q.19:  Are there any challenges/ restrictions imposed by the 

States/DISCOMs to buy renewable energy? Please  elaborate. 

Please suggest  measures to incentivize green Data Centre s in 

India?  

Q.20:  What supportive mechanisms  can be provided to Data Centre  

backup power generators?  

Q.21:  Availability of W ater is essential for cooling of Data Centre s, how 

the requirement can be met for continuous availability of water 

to the Data Centre s? Are there any alternate solutions? Please  

elaborate.  

Other miscellaneous challenges  

I.  Capacity building  

2.107  The labour cost in India is much lower than in developed countries, 

thereby reducing the construction cost to a considerable extent. 

However, the consolidated challenges faced at present arise heavily 

from a lack of expertise, little or no retrofit industr y knowledge , and 

standardization. The limited availability of expertise and efficiency 

opportunities in the country makes it imperative to involve expert 
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consultants in design, especially during the early project initiation 

adding to the investment require ments significantly. There are new 

kinds of demands being placed around resource controls, facilities 

management, and Data Centre  optimization. To compete with the new 

demands of the market, the Data Centre  industry is investing in new 

talent, which will a lso create new positions and evolve others.  

2.108  The critically essential Data Centre  skills that require pan -India 

emphasis and promotion in this sector, beyond a university degree are:  

a. Cloud Skills  

b. Cyber and Data Security Skills  

c. Data Centre  Infrastr ucture Management (DCIM)  

d. Data Analytics  

e. Network LAN/WAN and Cable Design Skills  

2.109  The skillset demand in the Data Centre  sector is high , and the 

competition is fierce. This calls for the  planned implementation of 

suitable capacity building initiatives as part of vocational training 

along with the extant university education. Introduction of vocational -

vendor neutral certification courses in the field of Computing System, 

Data Centre  Infra structure Management, Certified Network 

Associate/Network professional will give due impetus to the much -

required capacity -building initiatives in the field of DCs in the country. 

As fostering the required technical skills for Data Centre  operations is 

necessary, suitable investments are required in training and skill 

development so that India can move faster on embracing these new -

age technologies. For this, subsidizing the education for specialized 

cloud/data operations and training and certifications of Data Centre  

professionals may be considered. New curriculum development and 

training of the faculty may also be a focus area. To develop the 

countryõs data hub in Guizhou51 , the Chinese Government encourages 

tertiary institutions to offer courses in big da ta. Likewise, the tech 

 
51 https://www.datacentredynamics.com/en/news/chinas-new-big-data-hub/ 

https://www.datacenterdynamics.com/en/news/chinas-new-big-data-hub/
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companies may be encouraged to skill the students, conduct 

workshops , and upskill the existing workforce in India. All of this will 

translate to increased career opportunities and growth within the Data 

Centre  space of the country.  

 

Q.22:  Whether the existing capacity building framework for vocational 

or other forms of training sufficient to upskill the young and 

skilled workforce in India for sustenance of Data Centre  

operations? What dovetailing measures for academia and industry 

are sug gested to improv e the existing capacity building 

framework , and align it with the emerging technologies to upskill 

the workforce in India?  

II.  Centre -State coordination  

2.110  The draft National Data Centre  Policy 2020, released by MeitY is a 

welcome step . This policy framework shall be followed by a detailed 

scheme with an implementation guideline document detailing  

incentives to be provided to the DC sector by the Central and State 

Government s. However, th e industry representatives in response to 

the aforesaid draft policy are of the view that policies should be jointly 

framed with states , as there is a lack of cooperation in certain states 

and many departments donõt coordinate with each other. Most Data 

Centre s favouring states already have economic development 

processes in place that offer tax incentives, investment assistance, 

loan guarantees, and other forms of business assistance designed to 

attract business development. But with the huge investments th at 

Data Centre s can represent, the playing field has changed. This calls 

for a greater thrust on Centre -State coordination favouring the 

implementation of uniform tax abatement code, analogous labour 

laws , and a common framework to facilitate ease of doing business.  

 

Q.23:  Is non -uniformity in state policies affecting the pan -India growth 

and promotion of Data Centre  industry? Is there a need for 
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promulgation of a unified Data Centre  policy in India , which acts 

as an overarching framework for setting Data Centre s across 

India? What institutional mechanisms can be put in place to 

ensure smooth coordination between Centre and States for 

facilitating DC business? Do support your answers with detailed 

justification . 

Q.24:  What practical issues merit consideration under Centre -State 

coordination to implement measures for pan -India single -window 

clearance for Data Centre s?  

III.  Edge Data and AI -enabled Data Centre  

2.111  Edge Data Centre s are smaller facilities located near the populations 

they serve that provide cloud computing resources and cached content 

to end users. They are typically linked to a larger central Data Centre  

or a network of Data Centre s. Edge computing enables organiza tions 

to reduce latency and improve the customer experience by processing 

data and services as close to the end -user as possible. End users and 

devices expect anywhere, anytime access to the applications, services, 

and data stored in todayõs Data Centre s, and latency is no longer 

acceptable. As a result, organizations in a variety of industries are 

establishing edge Data Centre s as a high -performance and cost -

effective way to provide content and functionality to customers. Edge 

Data Centre s are deployed in support of several  uses, including 5G 

networks, Internet of Things rollouts, and content delivery networks.  

2.112  Artificial intelligence (AI) is a proven way for Data Centre  operators to 

maximize uptime, optimize energy consumption, detect potential risks 

quick ly, and defend against cyber -attacks. AI can be applied to 

mechanical and electrical equipment in Data Centre s to enable 

actionable insights and automation, saving the operator money. AIõs 

biggest benefit for Data Centre s is the considerable reduction in e nergy 

consumption. Google, with its AI -interest acquisition of DeepMind in 

2014, has incorporated a machine -learning algorithm to manage Data 

Centre  equipment that resulted in 15% reduced energy overhead and 
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40% reduced cooling energy. The Google stats of reduced energy 

consumption discussed above also impl y saving worth millions of 

dollars. This means that be it on a small or large scale, AI -based Data 

Centre  systems and solutions are imperative to becom e energy 

efficient.  

2.113  Data Centre s require a high level of electrical reliability, and 

uninterrupted power availability continues to be a significant concern 

for Data Centre  managers. Power quality issues can cause equipment 

failure, downtime, data corruption, and are obstacles for DC 

operations. It is frequently the case that Data Centre  managers tend 

to overprovision power to avoid downtime. This leads to unnecessary 

wastage of power and space. As India plans the expansion of Data 

Centre s, such wastages need to be eliminated. To optimize  the cost of 

operation, it is significant to create an efficient Data Centre  

Infrastructure Management System (DCIM) to correctly assess the 

requirements of the concerned Data Centre s. DCIM not only 

streamlines the costs but also ensures sustainability by reducing its 

carbon footprint. However, creating and maintaining a robust DCIM 

might pose cost concerns , especially in a country like India , which still 

does not possess the necessary framework for technical and designing 

expertise as compared to the devel oped countries of the world.   

2.114  Given that new technological developments will keep happening in the 

DC space, policy measures must be put in place to promote the 

adoption of future technologies for Data Centre s.  

Q.25:  Is there a need for Data Centre  Infrastructure Management 

System (DCIM) for Data Centre s in India? What policy measures 

can be put in place to incentivize Data Centre  players to adopt 

the futuristic technologies? Elaborate with justification.  

IV.  Data digitization and monetization  

2.115  Digitization is quite simply the creation of a computerized 

representation of a printed analog. Data Digitization is the process by 
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which physical or manual records such as text, images, video, and 

audio are converted into digital forms. There are many met hods of 

digitizing , but the main focus rests primarily on texts and images, as 

these are the main objects in the digitization process. In this context, 

some of the fundamental things like scanning and image capture, 

necessary hardware , and software selecti on are crucial for the process 

of digitization.  

2.116  Digitization of records has been a priority for Government of India as 

digitized data offers the long -term preservation of documents, orderly 

archiving of documents, easy and customized access to information , 

and easy information dissemination through images, text, CD -ROMs, 

internet, intranets, and extranets.  Digitized data offers the possibility 

of monetization by introducing the discovery, capture, storage, 

analysis, dissemination, and use of that data. Converting physical 

records into the digital form will not only facilitate easy access of 

Government records and services but will also enable easy access and 

data analysis for informed decision making. Data digitization would 

further help data principals in  data sharing to gain beneficial terms or 

conditions from businesses, information bartering, selling data 

outright (via consent managers or independently), etc.  

2.117  Digitize India Platform (DIP) 52  is an initiative of the Government of 

India under the Digital India Programme to provide digitization 

services for scanned document images or physical documents for any 

organization. The aim is to digitize and make usable all the existing 

content in diffe rent formats and media, languages, digitize , and create 

data extracts for document management, IT applications , and records 

management.  DIP provides an innovative solution by combining 

machine intelligence and a cost -effective crowdsourcing model. It 

featu res a secure and automated platform for processing and 

extracting relevant data from document images in a format that is 

usable for meta -data tagging, IT application processing , and analysis.  

 
52 https://digitizeindia.gov.in/about-dip  

https://digitizeindia.gov.in/about-dip
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If one organization already ha s the scanned documents/images , DI P 

can help them to extract the relevant data from the same and provide 

the data extracts in a usable format. DIP provides an innovative 

solution for all these challenges by combining Machine inputs with 

human intelligence to deliver logically verified data . If one organization 

is still using the paper -based  document, DIP can convert them into 

images and digitize them. The process of data digitization under DIP is 

depicted  in Figure 2. 7 

Figure 2. 7: DIP  

 

2.118  The DIP platform provides a facility to digitize various kinds of physical 

records through crowdsourcing ( www.digitizeindia.gov.in ). The 

platform uses an innovative algorithm , which ensures the accuracy of 

the digitized document at a significantly reduced cost. It also improves 

the quality of record -keeping and reduce s the real estate required for 

maintaining large record rooms for legacy records. The DIP initiatives, 

taken in 2015, is helping the State Governme nts , which are the 

custodian of huge volumes of legacy data in form ing  land records, land 

registry, birth and death records, exam results at school and university 

levels, service records of government employees , etc. However, there 

are still many  physical records that need to be digitized. For ensuring 

file:///C:/Users/SANJEEV%20SHARMA/Downloads/www.digitizeindia.gov.in
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that the digitization of all records is completed in a time -bound manner 

some institutional mechanism needs to be put in place.  

 

Q.26:  What institutional mechanism needs to be put in place to ensure 

digitization o f hard document within a defined timeframe?  

Q.27:  Would there be any security/privacy issues associated with data 

monetization? What further measures can be taken to boost data 

monetization in the  country?   
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CHAPTER 3  

CONTENT DELIVERY NETWORKS  

3.1   A Content Delivery/Distribution Network (CDN) is a geographically 

distributed network of proxy servers and their Data Centre s at various 

points of presence (PoP), working together to deliver pages and other 

web content to a user based on the geographic  location of the user. 

The distributed servers are called cache or edge servers , which store a 

cached version of the content in Data Centre s operated by IXPs and 

Internet Service Providers (ISPs).  Content delivery networks accelerate 

the delivery of diverse c ontent , especially video delivery , to the user.  

3.2   The major factors driving the growth of the CDN market include the 

rising need for effective solutions to enable live and uninterrupted 

content delivery over a high -speed data network, increasing demand 

for enhanced QoE (Quality of Experience) and QoS (Qualit y of 

Service), the proliferation of video and rich media content over 

websites, increasing demand  for enhanced video content, latency -

free online gaming experience, increasing internet penetration and 

adoption of mobile devices leading to rising opportunit ies for mobile 

CDN.  

3.3  CDNs have been used to improve the video streaming experience to 

end -users while at the same time limiting the need for Content 

Providers (CP) to own infrastructure. By massively deploying servers 

in strategic locations, CDN providers a ssign users to a close -by server, 

thus reducing hop count and avoiding potential congestion 

occurrences while ensuring scalability and reliability. Shortening the 

physical distance between a user and the webserver is the main job of 

CDN, resulting in faste r load times, increased server uptime, reduced 

bandwidth usage, improved security, and better website performance.  

3.4  Figure 3.1 displays  the value chain for video content distribution. On 

the one hand, the Content Owner sells its content to online Content 

Providers (CP). On the other hand, ISPs sell plain connectivity to end -
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users , and CPs sell them access to OTT content. Finally, CDNs are 

placed between CPs and ISPs as a technology enabler.  

Figure 3.1: Value Chain for delivery of content 53  

 

3.5  CDN topology distinguishes between the two types of servers : origin 

server at the source location ensuring the efficient intra -CDN 

distribution of content , and cache servers for handling end -user to 

server communications.  

3.5.1  Origin server: An origin server is a web server that handles all 

the internet traffic, processes incoming requests from end -users , and 

responds to them. An origin server takes on all the responsibility of 

serving up the content for an internet property such as a website  or  

video . The physical  distance between the origin server and the user 

adds latency to the connection during the data transmission.  

3.5.2  Edge/Cache server: A CDN edge or cache server is a computer 

that exists at the logical extreme or edge of a network , i.e., closer to 

the user. The primary purpose is to store content as close as possible 

to a requesting user device, thereby reducing latency and improving 

page load ti mes. CDN edge servers store cache content in the strategic 

locations or P oPs to off-load one or more origin servers ; they also keep 

a track of changes at the origin server. Content delivery across the 

globe with and without CDN is presented in Figur e 3.2 for a better 

overview. It can be seen that content transfer directly from the or igin 

 
53 Nicolas Herbaut, Daniel Negru, Yiping Chen, Pantelis Frangoudis, Adlen Ksentini, "Content delivery networks as a virtual network 

function: A win-win ISP-CDN collaboration." 2016 IEEE Global Communications Conference 
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server to the end user add s more latency due to large distances, 

whereas latency is reduced using cache servers at various PoPs near 

the end user. CDN providers employ complex software to match 

incoming requests for content to the ôbestõ server for meeting each end-

user request.  

Fig ure 3. 2: Using cache servers to speed up content delivery  

 

Types of CDN providers  

3.6  CDNs could be private or public networks. There are essentially two 

basic setups in distributing the content by CDN: A Peer/Private model 

and a Peer -to-Peer (P2P) model.  

a. Peer -to -Peer (P2P) provider:   A P2P CDN provider leverage  users for 

the distribution of content. When an end user visits a website that has 

been cached by this CDN, their browserõs HTTP requests will be 
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redirected to the edge server closest to them and the site will load faster 

to the user.  A P2P CDN works by c reating a mesh network (refer to 

Figure 3.3 (b) consisting of users who are watching the same content 

and coordinating the se users so that they  share video data segments  

with each other instead of everyone always fetching the segments from 

an edge server. Due to fewer  hardware and resource requirements, 

many CDN providers tend to offer P2P services free of cost.  

Figure 3.3: System architecture for CDN, P2P CDN and Peer CDN

 

b.  Pri vate/Peer provider:   The peering/private CDN model is the more 

traditional and p referred approach by CDN companies maintaining a 

network of servers across a wide geographic area. These server nodes 

in a router -based peer CDN are closely coordinated by the centralized 

knowledge , as shown in Figure 3.3 (c).  Each server will have copies of 

the data saved, and whenever a user requests for data, it will download 

the data from the edge servers that are physically closest to them, 

reducing the l oading time and preventing request timeouts. Compared 

to the conventional CDN approach, a peer CDN provider employs 

network resources much closer to users , and this model can serve as 

much as 80% of the content requests by peer nodes.  

Edge CDN and Virtual  CDN (vCDN)  

3.7  Currently, most CDN servers are located at PoPs in the IXP/ISPs or 

distributed Data Centre s, enabling content to be cached and replicated 

close to end -users. However, in the face of growing demand, the 

current distribution of these servers beco mes too centralized and 
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impair s CDN and gaming providers in ensuring a high quality of 

experience (QoE) to the end -users. For an optimal experience in 

advanced applications, servers would need to be within a few hundred 

miles of each end -user. There are two key trends emerging: edge CDN  

and virtual CDN (vCDN).  

3.8  By deploying servers at the edge of the network, CDN providers can  

assign users to a close -by server, reducing hop count and avoiding 

potential congestion occurrences, while ensuring scalability and 

reliability. The u se of Edge CD Ns and vCDNs will further help in 

reducing issues of peering points congestion, inefficient routing 

protocols, network unreliability , and the inefficiencies of existing 

communication protocols and thereby aiding faster delivery of content 

to users.  

Figure  3. 4: Edge  CDN & vCDN  

 

Both edge CDN and vCDN  are set to change the landscape of content 

delivery , providing new opportunities for Telcos to play a more 

significant role in the CDN ecosystem and take advantage of new 

monetization opportunities.  

Why the demand for CDNs is growing?  

Edge CDN

ωEdge CDN has greater distribution of CDN 
servers.

ωMost CDN functions resides at IXPs today, but 
these functions are increasingly moving to edge 
sites in the mobile network.

ωEdge CDN are at an on-premises site, e.g., a 
university campus or an airport, where there is 
high demand for streaming in a localized area. 

ωFor Edge CDNs, most deployments will be at 
core nodes in the mobile network (inner edge), 
or in the RAN (outer edge).

Virtualized CDN (vCDN)

ωvCDN is a virtualized CDN software application 
that run CDN workloads on proprietary, 
baremetal, virtualized, or container-based 
infrastructure, or on telco mobile edge 
computing platforms. 

ωPreviously, CDN software platforms were tightly 
coupled with the underlying hardware making 
them inflexible, vCDN enables flexibility to run 
CDN functions on shared servers to address 
spikes in demand.

ωvCDN enables content caching even more 
locally than current CDN distribution.

ωvCDN may reside at CDN PoPs at IXPs, as well as 
at network or on-premises edge sites. 
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3.9  The growing demand for low -latency, seamless, and easily integrated 

content delivery across the internet has created opportunities for an 

increasing number of CDN providers. The shift to mobile content an d 

multi -platform viewing has created a tremendous market opportunity 

for new CDN companies and considerable product and business 

innovation among the companies. The increased dependencies on ICT 

infrastructure post -pandemic for requirements of work, educat ion , 

and entertainment are further pushing the demand. The f ollowing 

sections explain various benefits of CDNs that are contributing to their 

increased demand.  

3.10  CDNs provide numerous benefits for users  and also  for the 

network infrastructure . Some of the  benefits of using a CDN are:  

A. Improved page load speed and website performance  

B.  Ability to handle high traffic loads and sudden peaks  

C. Localized coverage and improved availability  

D.  Reduced bandwidth consumption  

E.  Load balance between multiple servers or locations, causing 

decreased load times and latency  

F. Secure encryption and counters denial -of-service (DDoS) attacks  

3.11  Faster Web hosting : CDNsõ primary customers are website or platform 

owners, allowing for quick transfer of information that is  required for 

loading various  internet content. Enterprise companies require a CDN 

to give fast web performance to their end customers. In the recent past 

CDNs have gained significant popularity delivering traffic for the 

majority of sites such as Amazon, Facebook, Netflix , etc. CDN 

envisages widespread application in non -video domains as well 

(websites, local hosting, file downloading, e -services, e -commerce 

solutions , etc.) for faster page loading, reducing bandwidth 

consumption, securing websites from attacks , and blockin g spams. 

This leads to positive user experiences expressed as :   
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High content  loading speed = Positive User 

Experience  

As more and more companies are making a noticeable shift from 

traditional web hosting , CDNs are handling a majority of  the load. By 

storing the static content on edge servers, CDNs can handle traffic 

spikes with scalability. This is another reason behind prominent or 

popular web hosting companies increasingly using CDNs.  

3.12  Increased Video consumption : With the rise of smart phones 

availability and usage, video consumption is growing at a much faster 

rate. Presently , video accounts for about two -third s of downstream 

peak period traffic with ever -increasing  trends. Figure 3.5  depicts  

mobile traffic growth in terms of  video and non -video consumption in 

Petabytes (PB) per year  according to GSMA &  ABI research report 54 . 

The non -video traffic includes file sharing, web/data, VoIP, and 

gaming applications. As mobile video content has muc h higher bit 

rates than other mobile content t ypes, video is expected to generate 

the majority of the mobile traffic growth through 2022.  

Figure 3.5:  The GSMA & ABI  research mobile data traffic forecast  

 

3.13  The COVID -19 pandemic has further led to increased media 

consumption  due to billions of people seeking in -home entertainment.  

 
54  https://www.mobiliseglobal.com/wi-fi-offload-in-numbers/ 
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As per the ABI data research forecasts, mobile data traffic is 

anticipated to grow at a CAGR of 28.9% to surpass 1307 exabytes  on 

annual basis in 2025 wherein , 4G and 5G mobile subscribers will 

represent 91% of total data traffic generated in 2025. Given that video 

is currently the most requested content format on t he internet, its 

delivery requires new technologies and face s new challenges. CDN has 

been critical in delivering video, large files , and other web content to 

users quickly and reliably. Distributing video using CDN requires a 

different approach than distr ibuting other types of content because of 

latency sensitivity and high bandwidth utilization of video data. Owing 

to the rise of high -bandwidth content and data -hungry smartphones 

in less than 10  years, CDN demand has skyrocketed. The increase in 

demand for uninterrupted video and website content is expected to 

continue to reflect the growth of the CDN market.  

3.14  Impact of the COVID -19 pandemic : The pandemic has accelerated 

Indiaõs digital reset, whi ch has seeped into almost  every aspect of life. 

The use of media and online content services ha s heavily increased 

during the lockdown. The COVID -19 outbreak has led to ad opting new 

technologies and ways for business houses, education institutions, 

analyti cs, computing , and data management methods. Online courses 

involving live streaming of classes require unhindered and continuous 

access. The ed -tech platforms are partnering with CDNs to allow 

students unhindered access to quality education and have empowe red 

them to continue their academic journey despite being at home.  

3.15  Popularity of Over -the -top (OTT) Services ñThe popularity of OTT 

services provided by media giants like YouTube, Netflix, and Amazon 

Prime, on -demand video/music streaming, and live streaming of 

sports, news , and events, resulted in huge video consumption and 

expanded the scope of the video landscape. The Indian OTT market is 

likely to outperform the global market  and may be ranked among the 

top 10 by 2022. There are currently about 4 0 OTT providers in India, 

which distribute streaming media over the internet. According to 
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KPMG Media and Entertainment Report 2019 55 , there will be 580 

million OTT consumers by FY24 spending 30+ minutes on online 

platforms every day, making India the seco ndðbiggest market aft er the 

US. CDN providers are set in motion to deliver faster speeds and better 

quality. At present most of the  OTT companies have their own 

infrastructure  and leverage upon CDN services to maximize speeds. 

During COVID -19 lockdown, all OTT platforms and ne w websites have 

seen 2x -3x times growth on average , and CDNs have ensured an 

uninterrupted user experience.  

3.16  Uptake of E -commerce business and Financial services : E-

commerce, banking , and financial companies make use of CDN s to 

improve their site performance and make their products or services 

available online. According to Computer World, CDN provides 100% 

uptime of e -commerce sites, and this leads to improved global website 

performance. With continuous uptime, companies can retain existing 

customers, leverage new customers with their enhanced services , and 

explore new markets, to maximize their business outcomes. E -

commerce companies setting up their stores in the cloud are looking 

forward to partnering with the Indian edge  providers (PoPs). 

Businesses in the field of banking, financial services , and insurance 

(BFSI) can use a CDN not only to improve application performance but 

also to secure their infrastructure.  

3.17  Reducing Bandwidth costs : One of the most obvious cost benefits to 

companies using CDNs is the lower bandwidth costs. CDNs that offer 

access to key PoPs optimize the bandwidth efficiency across multiple 

servers and improve the delivery of rich media content, providing 

noticeable performance benefits to end use rs. This offloads the 

bandwidth strain on the origin server , and the bandwidth costs go 

down as efficiency improves. Therefore, installing CDN servers will 

 
55 YtaD LƴŘƛŀϥǎ 5ƛƎƛǘŀƭ CǳǘǳǊŜΥ όLƴŘƛŀΩǎ aŜŘƛŀ ŀƴŘ 9ƴǘŜǊǘŀƛƴƳŜƴǘ wŜǇƻǊǘύΣ !ǳƎǳǎǘ нлмф  

https://assets.kpmg/content/dam/kpmg/in/pdf/2019/08/india-media-entertainment-report-2019.pdf 

https://assets.kpmg/content/dam/kpmg/in/pdf/2019/08/india-media-entertainment-report-2019.pdf
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reduce the international bandwidth requirement by ISPs, improve their 

network performance and effici ent bandwidth usage .  

3.18  Other cost benefits : Content provider  companies currently using 

CDNs gain additional operational benefits on being able to focus better 

on developing meaningful content to offer to customers. Whether the 

company is in the gaming or IP TV industries or provides rich media 

content on the web, it certainly benefits from using a CDN in its 

network strategy. A provider can concentrate on the content and let 

the CDN focus on getting it to the customers quickly and efficiently. A 

CDN provides seamless scalability, allowing companies to gain the cost 

benefits of economies of scale as they grow.  

Establishing CDN servers in the networks decreases the server load on 

interconnects, peering points (public and private peers) , and 

backbones, freeing up  the overall capacity and decreasing delivery 

costs. Essentially, the content is spread out across several servers, as 

opposed to offloading them onto one large server, reducing the network 

traffic loads and leading to efficient traffic management , especia lly 

during surges.  

Why India needs to focus on CDNs?  

3.19  As discussed in the preceding section, there are several driving factors , 

which are fueling the CDN demand in India. With the second -largest 

user base and continuously growing internet users , the service 

providers are compelled to build and install content servers in their 

networks. The internet userõs growth and penetration rate in India is 

shown in Figures 3. 6 and 3. 7. Various mobile operators and ISPs have 

launched CDN initiatives during th e last few years.  

3.20  The change in consumer behavior has led to more business -to-

business data transactions in the field of finance, advertising, 

healthcare, and agriculture in the country, compelling the need for 

CDNs to boost Indian businesses and digital efficiencies. Many 

industry verticals , including the advertising industry, media and 
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entertainment, gaming, education and healthcare, online music 

retailers and consumer electronics , etc. , are adopting content 

networks.  

3.21  In recent times, Indiaõs broadband infrastructure has significantly 

improved , leading to enhanced broadband connectivity and adoption. 

Moreover, the growing proliferation of high -speed internet and 

affordability of related services is expected to accelerat e the 

consumption of internet content. Additionally, the implementation of 

NDCP-2018 policy unleashes multiple opportunities for TSPs, ISPs, 

infrastructure providers, manufacturers, innovators, and startups. 

The viability and success of the proposed Digita l Communications 

Infrastructure will also depend on its users getting enabled to access 

uninterrupted content and applications at the time, place , and 

medium of their choice. Better availability of broadband increased 

speeds, and lower prices are factors t hat are fueling the growth of CDN 

platforms from the demand side.  

3.22  India is witnessing an i ncreased  demand  for  online  streaming  of video  

content.  Today, consumers are making a shift from conventional and 

cable -based video subscriptions to OTT Internet -based delivery 

platforms. Numerous players have emerged in the OTT market space, 

directly resulting in increased Internet traffic. Buffering is seen as a 

major reason for user dissatisfaction and low experience levels, 

causing more OTT and VOD -based CDN services.   
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Figure  3. 6: Internet usersõ growth in India  

 

 

 

Figure 3. 7: Internet Penetration Rate in India  

 

Rollout of 5G and  new  futuristic technologies  

3.23  5G, the next generation of mobile connectivity, promises significant 

speed increases, ultra -low latencies, and immense capacity to handle 

Internet of Things (IoT) devices. 5G encompasses multiple 
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technologies, increases network performance improving flexib ility and 

scalability. It also brings new capabilities, such as network slicing , 

which allows the creation of multiple virtual networks on the same 

infrastructure, each securely isolated and with different performance 

characteristics.  

3.24  The main drivers of CDN in the 5G era will be the digitization of 

everyday processes. The use cases in 5G, including autonomous 

vehicles, Industry 4.0, video surveillance, cloud -based gaming , and 

telemedicine , etc., will require very low latency delivery of content at 

the edg e. As 5G network rolls out, migration of storage from end -user 

devices to 5G edge locations and the public cloud, where storage and 

processing are cheaper is expected. One of the most significant drivers 

will be the increased use of video data (more camera s everywhere) and 

the improved resolution of image sensors. The increased use of video 

data, the improved resolution of image sensors, underlying 

virtualization of the infrastructure , and the move towards cloud -native 

architectures will bring more and more  focus on CDNs.  

3.25  Further widespread use of AI/ML will necessitate CDNs at the edge for 

large volume data processing for sensors, logs, image data in AI 

training , and quick delivery of automated decisions. CDNs will also 

impact the way compute and software architecture caters to the need 

of new 5G use cases.  

3.26  The Indian CDN market was valued at  $435.2 million  in the 

year  2018  and is expected to be valued at  $2846.8  million  by 2027  

(refer figure 3. 8 below) . Looking at Indian CDN market statistics and 

forecast, it is seen that Asia -Pacific dominated the global market in 

2020 and accounted for a revenue share of over 39%. The regional 

market will expand further at the fastest CAGR from 2021 to 2028 , as 

it is characterized by the presence of emerging economies, such as 

India and China, and is also one of the fastest -growing consumer 

markets. Moreover, the growing population has resulted in an 

increased demand for tec hnological advancements in networking 
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infrastructure to fulfill the needs of online media consumption. 

Various initiatives by the regional governments, such as Digital India, 

have enabled fast and secure management of data delivery, owing to 

which the usag e of CDN solutions is expected to increase.  

Figure 3. 8: CDN Market in India  

 

International  experience related to CDNs  

3.27  The Global CDN market size is expected to grow from USD 14.4 billion 

in 2020 to USD 27.9 billion in 2025, at a Compound Annual Growth 

Rate (CAGR) of 14.1% during the forecast period 56 . As the CDN services 

are picking up, global practices and regulatory framew orks , etc. , are 

also evolving, the same ha s been discussed in the following sections.  

Table 3. 1 below mentions of global practices in CDN regulation of few 

countries.  

Table 3. 1: Global practices: regulatory f ramework for CDN 

service providers  

S. 

No.  
Country  

Authority/Regulator/Regulatory 

Framework Status  

If yes, l icensing or registration 

regime  

1 China  The National Communications 

Commission/Regulated  

Internet Content Provider Registration 

is required for CDN Services 57  

 
56 https://www.marketsandmarkets.com/Market-Reports/content-delivery-networks-cdn-market-657.html  
57 https://nhglobalpartners.com/what-is-icp-license-how-to-get-one/ 
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2 Germany  BNA (Bundesnetzagentur)/ Lightly 

Regulated  

CDN services are considered as 

critical Infrastructure services , and 

therefore comes under the purview of 

German BSI Act 58  whereby the CDN 

Service Provider has to perform third -

party audit.  

3 Norway  Norwegian Post and Telecom 

Authority/Not Regulated  

Registration with the Norwegian Post 

and Telecom Authority is not required 

for content service providers and 

CDNs 59  

4 Brazil  ANATEL (The National 

Telecommunications 

Agency)/Regulated  

License of Multimedia 

Communications Services is required 

from the Local Regulator 60   

5 Australia  Australian Communications and 

Media Authority/Lightly Regulated  

 CDN service providers  are 

subjected to certain regulatory 

obligations under the 

Telecommunications Act but do 

not require to be licensed 61  

6 South 

Korea  

Korea Communications 

Commission/Not Regulated  

CDN has not been recognized as a 

licensable service, rather it is the 

underlying transmission services 

(Internet/Video Connect) which is 

regulated, i.e., CDN itself is not 

subject to any telecom licence 

requirement. 62  

7 Kenya  The Communications 

Authority of Kenya/ 

Regulated  

Content Service Provider license 

is structured in the Unified 

Licensing Framework (ULF) 

developed by the Authority 63  

 

European Union (EU)  

 
58 https://www.akamai.com/legal/compliance 
59 https://www.nkom.no/english/duty-to-register 
60 https://www.dlapiperintelligence.com/za.co.heliosdesign.dla.lotw.telecoms/handbook.pdf?country-
1=BR. 
61 [1] https://thelawreviews.co.uk/title/the-technology-media-and-telecommunications-review/australia 
62 http://opennetkorea.org/en/wp/kcc-guidelines-on-net-neutrality-and-internet-traffic-
management?ckattempt=1 
63 https://www.ca.go.ke/industry/telecommunication/licensing-procedure/ 

https://www.akamai.com/legal/compliance
https://www.nkom.no/english/duty-to-register
https://www.dlapiperintelligence.com/system/modules/za.co.heliosdesign.dla.lotw.telecoms/functions/handbook.pdf?country-1=BR#:~:text=The%20LGT%20was%20enacted%20in,creating%20ANATEL%2C%20the%20regulatory%20agency
https://www.dlapiperintelligence.com/system/modules/za.co.heliosdesign.dla.lotw.telecoms/functions/handbook.pdf?country-1=BR#:~:text=The%20LGT%20was%20enacted%20in,creating%20ANATEL%2C%20the%20regulatory%20agency
https://thelawreviews.co.uk/title/the-technology-media-and-telecommunications-review/australia
http://opennetkorea.org/en/wp/kcc-guidelines-on-net-neutrality-and-internet-traffic-management?ckattempt=1
http://opennetkorea.org/en/wp/kcc-guidelines-on-net-neutrality-and-internet-traffic-management?ckattempt=1
https://www.ca.go.ke/industry/telecommunication/licensing-procedure/
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3.28  European CDN market stood at $ 3.6 billion in 2019 and is projected 

to grow at a CAGR of over 29% to reach $ 16.79 billion by 2025 64 . This 

rapid expansion is owing to the increasing number of smart devices, 

growing internet penetration, rising adoption of CDN by various 

enterprises and SMEs, and increasing demand for SMAC  (Social, 

Mobile, Analytics and Cloud) technologies along with growing traction 

of AR and VR applications across gaming, media and  entertainment , 

and other sectors . Based on the solution, the European Union market 

can be categorized into Media Delivery, Web  Performance 

Optimization , and Cloud Security. Among these, the media delivery 

segment dominates the market. This is attributed to the growing digital 

media -supported devices, increasing internet penetration , and surging 

adoption of OTT applications , which has fueled the adoption of content 

delivery network s for seamless media delivery over the internet .  

3.29  Regulation of Content and Application providers: The EU regulator 

BEREC (B ody of European Regulators for E lectronic Communications) 

has defined Content Application Providers (CAPs) first in its net -

neutrality guidelines. BERECõs Open Internet Regulation65  establishes 

rights in relation to the open internet for ôend-usersõ and the rights are 

available to both individual consumers and businesses using internet 

access services. CAPs are covered and protected by the Regulation as 

they use an internet access se rvice to provide content or applications 

to other end -users. This Open Inte rnet Regulation covers the provision 

of internet access services , and some defined specialized services, 

however, the interconnection services provided by the CDN companies 

and larg e content providers (e.g., YouTube, Netflix) , who operate their 

own CDNs a re excluded from the scope of the Regulation.  

China  

3.30  Asia -Pacific countries , especially China, Singapore, South Korea, 

Japan , etc. , have contributed hugely to the expansion of CDN , and the 

 
64 https://www.globenewswire.com/Europe-16-79-Billion-CDN-Market-Competition-Forecast-2025.html  
65 https://berec.europa.eu/eng/open_internet/scope/ 

https://www.globenewswire.com/en/news-release/2021/05/14/2229747/28124/en/Europe-16-79-Billion-Content-Delivery-Network-Market-Competition-Forecast-Opportunities-2025.html
https://berec.europa.eu/eng/open_internet/scope/



